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Abstract— This paper considers the design of power-aware ~ However, implementing event-based designs in a wireless
communication protocols for a sensor transmitting plant state setup requires the receiver to be continuously listening fo
measurements over a wireless Markov fading channel to a hsssiple packet transmissions. Wireless networking éxper
receiver/controller. Communication requires power consump- A - . .
tion at transmission adapted to channel fading, and at the ments [11]-{13] indicate tha,t I'Stenm,g and transm'ttm@o.
receiver, which we model as constant at each transmission. & Wireless channel results in a similar power consumption.
We measure performance with a weighted sum of the average Thus a communication protocol that turns off the receiver
power consumption at both ends and an appropriately defined for some time interval after each transmission could reduce
control task error. We derive an optimal self-triggered protocol power consumption. Such a design is reminiscent of the self-

where after each transmission devices decide when the next tri d trol di 14 h i Lis t i
one will take place and switch to a zero-power sleep mode in t9gered control paradigm [14], where the goal is to use the

between. We show that sleep durations need to adapt only to Current system state to choose a constant plant input to be
the current channel fading and not the plant state. We then applied, as well as the time of the next control input update.
derive an improved protocol allowing the sensor upon wake-up |n this paper we introduce a power-aware communication
Channel conditions i an event based fashion. The powerlcontrol P1O10¢0! combining both self and event-tiiggered elements
performance improvements are illustrated in simulations. We present n _Sect|on Il our architecture consisting of a
sensor transmitting plant state measurements over a Markov
wireless fading channel to a controller. As in [10] we explic
itly model the sensor’s transmit power allowing adaptation

Modern control systems are often implemented over wird® current channel fading and we model the receiver’s power
less networks including sensors and actuators with limiteghen active as constant on each transmission slot. With a
energy resources. Earlier work on networked control sydixed controller design, we evaluate the control perforneanc
tems focused on designing efficient control and estimatidp€tween transmissions by comparing the real plant state wit
schemes under various communication interfaces [1], [2yhat it would be if the sensor were transmitting at each
without accounting for the communication costs. The evenfitep. Our goal is to minimize a cost combining the total
triggered paradigm has been recently introduced for a ebntraverage control error and power consumption, by designing
system design with low communication requirements. a qommunication .protocol that controls transmit power a}nd

In event-triggered designs a sensor (or a controller) @scigSWitches the devices to a sleep mode for adaptive time
in an on-line fashion, based on the current system stat@tervals. _ _ .
whether to send new plant measurements (or control inputs)!n Section Il we design an optimal self-triggered protocol
over the network. By appropriate design of the decisiof"d show that, unlike self-triggered control [14], the inte
rule, communication is used only when necessary, e.g., whégnsmission interval does not depend on the plant state
the problem state exceeds some threshold. This leads gt Only on the current channel state. Then in Section 1V,
non-periodic implementations that typically exhibit lawe K€€ping this protocol as a reference, we propose a novel one
communication rates than the standard periodic ones. Sulift deviates from the reference by deciding upon wake-up
rules can be designed using Lyapunov techniques [3]_[51yhgther to transmit or not in an event-based fashion. The
where no transmission is triggered as long as some Lyapun@gcision is based on current plant and channel states, and
performance criterion is guaranteed, or dynamic progranguarantees that the future cost will not exceed the refer-
ming formulations where each transmission is penalized H¢€ one. Simulations in Section V illustrate the improved
a fixed cost [6]-[9]. For a wireless setup we follow the lattePOWer/control performance trade-off of the proposed frolto
formulation in [10] and explicitly identify the communican and indicate that self-triggered protocols are more advant
cost with the power consumption for transmitting over Fe0US when the receiver has high power consumption. We
random wireless fading channel. In analogy to the evenfnclude in Section VI by discussing some implementation
triggered transmit-or-not rule, we obtain a communicatiofSSues and future research directions. _
protocol where the transmit power needs to adapt not only to Notation A set of variables {yi, yt1,- .., V+e} IS

the system state but also to the wireless channel conditiorgg’OUp?d ASYk:k 4t SUbS_CrIptS incy_1, 2k, T 1 denote q|s-
crete time and are omitted as ,x,z+ when current time
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wherex; € R™ is the plant’s state withlry given,u; € R™  We also let the controller feedback acknowledgment packets
is the control input, andw;, € R™, k > 0} is an independent containingy;, to the sensor, as provided by 802.11 and TCP
and identically distributed Gaussian process noise with zeprotocols, so that the sensor always knows what information
mean and covariancl/. The wireless control system con- has been received at the controller.
sists of a sensor/transmitter collecting state measuremen  Consider then a given control feedback g&ndesigned
and transmitting a packet containing with powerp; over to yield stability and desired plant performance if input
a wireless fading channel with coefficieh},. At the other w; = Kz is applied. Due to the communication protocol,
side of the channel the receiver/controller uses the redeivhowever, the receiver/controller has access to the plate st
information to determine the plant control inpuit. x, only when~, = 1. Let then the controller keep an
Due to propagation effects the channel coefficiént estimatei; of the plant stater, and apply the input
changes unpredictably [15, Chapter 3], forming a stocbasti .
process{hy, k > 0}, independent of the plant noise process up, = K. ()
{wg, k > 0}. We_ad_opt_a Markov modeling whereby the\\. (et the state estimate evolve as
future channel distribution depends only on the current

channel state via a transition probabilB(hy |hs). For By = { Tk if 3, =1 ©6)
simplicity let channel states take values in a finite Het= A%+ Bug—y  if =0 "
{h,...,ht} and group the transition probabilities in an

that is, when no measurement is receivgdis updated by
propagating the previous estimate through the plant dynam-
P(hgy1 = h'|hy = hY) = My;. (2) ics (1) with process noise replaced by its zero mean.

Our goal is to design communication protocols regulating
the transmitter's power levels, and the mode of operation
: : . : L sleep /awake). Such protocols are desired to yield low tota
information bearing signal whose power is given by th ower consumption while keeping a satisfying performance

producthy, p, and add_mve white Gaus§|an noise of powe f the control task. To define a measure for the latter, censid
N,. Successful decoding of the transmitted packet depenastimek when a plant state measurementis successfully
on the received signal to noise ratio (SNR) defined a8

hipr/N,. Given the particular type of modulation and for'foll
ward error correcting (FEC) code used, the SNR determing open loop starting from. If alternatively the sensor had

the probability of successful decoding at the receiver.[10 ; o -
For modern FEC codes, e.g., turbo codes, that achieve V?gintmued transmitting during these steps, the systemadvoul

L x L stochastic matrix\/ according to

We assume the Markov chain is irreducible and aperiodic.
At the controller side the received signal consists of th

nsmitted §;, = 1), but no packet is received during the
owing steps fx+1 = Yx+2 = ... = 0), so the system is

. X ve behaved as in a standard closed-loop setup with the
steep error functions we approximately have a success

S . ~process noise as system disturbance. This motivates us to
packet decodl'ng if SNR IS above some threshold and a fail fine a hypothetical closed loop system trajectory strtin
packet decoding otherwise.

- . from the plant state at the most recent transmission,
In our model, a packet containing; is successfully

received at the controller i, p, > pg, and is lost otherwise, o | (A+BK)zp+w, if =1, 7
with py being some given power level threshold. We assume Tht1 (A+ BK)xg +wy,  if 9% =0, (7)
the sensor has enough transmit power available to guarantee ) - L . .
delivery even for the worst channel fading #. We also W'th Fhe given initial conditiona := o. Notg that in this
assume that the current channe} is measured at the definition~y;, = 0 refers to the actual communication dropout,

beginning of a transmission slbtand is known at both ends, while xzfrl models what would the state bef. = 1. We
allowing adaptation of transmit power, to hy. Thus the then defllne thecontrol error as the dn‘ferenqe between the
sensor need only choosg = po /Ay, if it intends to transmit hypothetical closed loop and the actual trajectory

and p,, = 0 otherwise. Alternative channel estimation and
adaptation setups are discussed in Section VI.

At the other side of the link, the receiver also consumemntuitively if the plant state is always successfully tranitted
power to stay awake and listen for the incoming signal on thiéhe control error is zero. As a side note, other control per-
predefined channel. We model this power by a fixed constaftrmance metrics can be incorporated as well. For example,
pa. The devices have the option to switch to a sleep modmmparing the applied input z; with the ideal Kz, gives
with zero power consumption but then no transmission ia control measurd K (x;, — &)|| which is proportional to
possible. The total power consumed at glas given by the controller’'s estimation error - see Remark 1 at the end

; of Section IV.
Pi = { g“ + P :; %W;Zi atr]:;’ode at (3) Combining the magnitude of the control errgr with the
b ' total power consumptiop;,, we evaluate the performance of

Overall the communication can be described by a sequengecommunication protocol by the incurred average infinite-
of indicator variablesy;, taking valuey, = 1 when a packet horizon expected cost

is received andy, = 0 otherwise, i.e.,

. 1
__J 1 if awake atk andhy, pr > po, J := limsup —
T { 0 otherwise - @ Nooo N

e == Xy — Tk. (8)

N—-1
E (et Pex + Apy] - ©)
k=0



Let P be some positive semidefinite matrix and> 0 a y=1
constant balancing the control and power considerations. T measureh,
expectation in this expression is taken over the procesenoi CEIEILE "}Vl'th
{wy, k > 0} and channel statefhy, k > 0}. P=po/

In Section 1l we design an optimal communication
protocol minimizing (9) within the class of seif-triggeredfd: o & SUCIORED BOTC roments are Hansmited with the
protocols. Then, keeping such a protocol as a reference, Jﬁpmpriate powepo /A, g["frameeing packet delivery (= 1), and then
Section IV we design a protocol with improved performanceevices switch to sleep mode for a predefined numtfén of time steps.
that deviates from the reference by appropriately adapting

plant and channel states in an event-triggered fashion.

switch to sleep
mode forr(h)

wake up

delivery according to (4). Adding the constant power
[1l. OPTIMAL SELF-TRIGGEREDPROTOCOLS of the receiver the total power consumption at tiieof

In this section we examine self-triggered communicalf@nsmission becomes, + po/hy. o
tion protocols between the sensor/transmitter and the re-YVe are looking for the optimal protocel that minimizes
ceiver/controller. Any time the plant staig, is transmitted, the average performancegiven in (9), i.e.,
the two devices switch to a sleep mode and wake up after 7 = argmin J(7) (12)
t time steps. Then the new plant statg,, is sent, and so L TLT '
on. The protocol should guarantee that both devices agree on

the same sleep (i.e., inter-communication) time intervaéy Ve Will find 7 by leveraging an equivalence to an
switching to sleep mode. We letlepend on any information appropriately constructed Markov Decision Process (MDP).

available at time: including the current plant, controller, and 7O convenience define thexpected control error and power
channel states. cost accumulated from the time the devices switch to sleep
We begin with the following lemma illustrating how the mode at channel stat’ until they switch again to sleep

control error evolves between transmissiéns. mode aftert slotsby

Lemma 1. Consider the system (1) with the controller !

J4 o T . / 4
described by (5), (6) given the indicatofsy, &k > 0} of fht) =E Zek+7ﬁpek+z + APyi | hig = 17,
the communication process. Then for dny 0, the control =t _a ] 13
error ¢;, defined by (7),(8) evolves according to Mokt = (1,0,...,0,1) ] (3)
0 if v, =1 Due to the previous lemma this expression indeed depends
Ck+1 = (A4 BK)ey + BK (xp — 2p) f v =0 ° only on current channél’ and chosen interval and not on

(10) the plant state. The expectation is taken over the process
Moreover, on the even,.,; = (1,0,...,0),7 > 0 we have noise wy.,:—1 as well as the channel process ..
Given the eventy.;+: = (1,0,...,1) the control error cost
in (13) can be derived by substituting (11) fo= 0, ...,t—1
and taking the expectation over.;:—1. This gives

1—1

errit1 = Y [(A+BE)"™ — A wiy . (12)
j=0
t—1

FEt) =Dt =) Tr (PHWH) + Ap/(h', 1), (14)

i=1

The lemma implies that for a self-triggered protocol the
control error until the next wake-up time+ ¢ is described
by (11) and depends only on the process naigewy.t 1, - - -,
which are independent of any current information at timeyhere 11, = (A + BK)' — A’, and p/(h’,t) denotes the
k. In particular, they are independent of the current plaréxpected power consumption at tinket ¢, which will be
state z. Thus, unlike the standard self-triggered control, . — .+ p/hj.. Sincehy, = A’ is given in (13) and
paradigm [14], the value of plant state does not play any channel states are Markok;. . is distributed according to

role in designing the interval when the goal is to minimize the ¢t» row of M?, giving the expected power consumption
the control error given by (7),(8). On the other hand, the

channelh; during transmission might help predict favorable e L Do

future channel states, so we letbe a function ofhy. In p'(h",1) = pa + ‘ EM‘”' (15)
the remaining of this section we are looking for protocols J=1

described as : H — 7, where7 := {1,...,T} andT is Now consider the following construction.

some hard upper bound on the sleep duration.
A self-triggered protocol is depicted in Fig. 1. A plant stat Definition 1. Define the Markov Decision Process with:
measurement needs to be transmitted at the time slot whebtate spacé{ x T
both devices wake up. As described in Section Il the currgnf\ctions ¢ € 7 available at every state
channelh; is measured by the two devices upon wake-ypGiven an actiort € 7 transitions are described by
and the transmitter needs to ugg = poy/hy to guarantee
P[(h s —1)|(hs),t] =1, Rh'eH,2<s<T (16)

1Due to space limitations the proofs of the results are omittethis j ¢ _ gt VAN
paper and can be found in [16]. P [(h at) ‘ (h 71>7t] = Mzg‘v h* ) € H. (17)



measureh and z,
computee, Z_
choosep

switch to sleep
mode for7*(h)

wake up

Fig. 3.  Proposed protocol based on the optimal self-trighere Upon

wake-up transmitter adapts power to current chahres well as all current
information - plant state:, control errore, and estimate:_. If the sensor
Fig. 2. A representation of the MDP constructed in DefinitthnThe  transmits, a sleep mode with duratiofi(k) follows. If it skips transmission,
process moves fronfh?, T') to (h?,1) as the counter counts down. At at the next step the procedure repeats.

state (h¢, 1) different actionst,t’,... € T are available. If the action
is taken the process moves to one of the stétest), (9, ), ... with
transition probabilities according to th&" row of the matrix M.

for all h?, s. Here J* is the optimal cost of (19), or equiva-
lently (12), and the optimal policy*(h*, s) is given by the

« Cost per stage argument of the right hand side minimization in (20) for
, Fhee) ifs—=1 eachh’, s. By the established equivalence betwe¢h’, 1)
c(h”,s,t) == { 0 ifo<s<T (18)  and 7(h’) the optimal communication protocat* is the

argument of the minimization at the point&*,s = 1).

A gr?phical representation of the MD_P is shown_in_Fig. 2Substituting in the right hand side of (20) the specific cost
Stateh” models the channel state during transmission ang, transitions of the MDP at— 1 we find

states is a ;imer counting down till the next transmission. .
The state(h®, s = 1) models the end of a transmission slot ., . ) " ; ‘

with a cjﬁrent char)meM when an actiort € 7 specifying (h) := arermn 8 = T4 3 V(R M. (22)
the next transmission time needs to be taken. At states
(h*,s > 1) actionst have no effect and the process move©ne can readily solve for the triplét' (h¢,s), J*, 7* that

to (h?, s — 1) to reduce counter by 1. It is worth noting thatsatisfies (20) employing Value or Policy Iteration algo-
after state(h’, s = 1) with actiont the constructed process rithms [17, Vol.Il, Ch. 4].

moves to the channel staté thatwill be measured at the  The functionV (¢, s) in (20) is called therelative value
next transmission time i steps, distributed according to function and can be interpreted as the relative value of
the ¢*" row of M. Furthermore, the cost at stale’,s = 1)  following the optimal policyt* when one is at staté&?’, s).
captures the total accumulated cg&th’,¢) until the next Indeed (20) is the standard Bellman’s equation for a problem
transmission as per (13), while the stage cost is zero as thth an infinite-horizon butnon-averagedobjective where

j=1

counters counts down to 1. the stage cost(h’, s,t) is reduced by the valug*, hence
Suppose then that we are looking for a stationary policthe term relative. We will leverage this interpretation bét
t:H xT — T in the above MDP that minimizes function V (h*, s) in the following section to construct a new
; N-1 protocol that deviates from* if profitable. In the sequel we
Jwop(t) = limsup — > Ec(hy, sk, ). (19) only need to consider the valuas(h’,1) ats = 1 so we
N—o0 N
k=0 drop the second argument and denote theri és).

The following proposition establishes the equivalenceuo o v

, o . | MPROVEMENTS TOSELF-TRIGGEREDPROTOCOLS
self-triggered communication protocol design problem)(12

In this section we design protocols that improve upon
Proposition 1. Let 7 : H — T define a self-triggered the self-triggered ones by introducing event-triggerezpst
communication protocol antl: 7 x 7" — T be a stationary petween sleep periods. The proposed scheme is shown in
policy of the MDP defined in Definition 1.4(h") = t(h‘,1)  Fig. 3 (compare with Fig. 1). When both devices are awake
for all A € # then the corresponding costq{r) according  the sensor assesses all current information, includingratia
to (9) andJupp(t) according to (19) are equal. and plant states, and decides whether to trangmit /1)

The proposition implies that the optimal protocol in ~ OF not p = O)._ If it does, the devices foIIov_v a self—triggert_ad
(12) can be derived equivalently from the optimal MDP polStep and switch to sleep mode according to the optimal
icy t* := argmin, Jupp(t) at the points of decision-making 7*(h) designed in the previous section, and upon the next
(s = 1). Optimal MDP policies can be characterized byvake-up the procedure repeats. On the other hand, if the
standard results in finite state MDPs. In particular, suppoS€nsor does not transmit, both devices stay awake and the
that for any stationary policy the resulting Markov chain Procedure repeats for the subsequent power The latter
has a single recurrent class. This condition is not reteict choice might be preferable if, e.g., the current controberr
in practice as the Markov channel process is irreducible arfdiS Small and/or the current fading chanreis weak. Note
aperiodic. Then (see, e.g., [17, Vol.Il, Ch. 4.2]) theresexi however that an additional power consumption is incurred at
a functionV : H x 7 — R and a constanf* that satisfy the receiver who stays awake for an extra time step.
the Bellman-like equation To decide whether it is profitable to transmit one needs to

; _ , . , take into account the future behavior. However it is hard to
V(R',s) = min {c(h, 5,8) = J* + E[V(hi,s1)[h =B, 1]} model all future deviations from the refereneg, and thus
(20) we adopt a simple approximation depicted in Fig. 4. Suppose



Upon rearranging terms and removing constants the
transmission-triggering condition in (24) for= h’ becomes

measureh andz,
computee, & —
choosep

L
el Pey > V(h')+J" =Y I\

j=1

Do Do i
77 TPe— o)+ V(') My,
(25)

Fig. 4. Model of future behavior after deviation fromt. Given all where the only variables arg. on the left hand side antf’
current information, the sensor decides whether to transmigk@ the at the right hand side.

current slot, assuming that it will transmit at the very nexpstin either L . . .
case the reference protocot is assumed to follow without deviations. The power optimization (24) is only myopical at a given

time step, and if the model of Fig. 4 were to be followed it
that if the sensor transmits, which requirgs= h, the would give the same average CQE{.‘ Howeve.r we imple-
quires= po/ ment the setup of Fig. 3 where profitable deviations from

devices will follow the reference protocet* for all future 4 : .
steps from then on, i.e., without deviations. If on the othe?'® allowed at every time step the devices are awake, pgssibl

hand the sensor decides not to transmit0), at the next skipping transmissions repeatedly. There Is no guaral_"ntee
step channeh, will be measured, the transmitter will send®" how much improvement the proposed protocol obtains,

the new plant state ; with p, = py/h; and from then on but by design the proposed protoco_l.perfo.rms "%‘ Iea_st as
the devices will operate according to the referente good asJ* of the referencer*. In addition, simulations in

Based on this model of future behavior we can Choos%ection V indicate a strictly better performance. Our mdtho

between the two options € {0,po/h} by examining my- can be seen as a variant of rollout algorithms [17, Vol. |, Ch.
opically the incurred cost at the current stage, and acamgint ©l: @1 approximate dynamic programming technique where,

for the future expected non-averaged cost of following thdlVen & base policy with an easily computable cost-to-go, an
referencerx via the relative value functiof’ (i) derived in improved one-step lookahead policy is obtained.

the previous section. Let us omit the time indiéesl, k,k+  Remark 1. Apart from closed loop control, the introduced

1 to simplify the notation. When both devices are awake thgrotocols can be applied for remote state estimation, where
sensor measures the current charinehd plant state;, and  receiver keeps an estimaig by (6) and estimation errors

keeps track of the control errerby (8) and the controller's ¢, := x, — #, replace the control errors;, in our per-
last estimatez_. If the sensor transmitsp(= po/h) the formance metric (9). In analogy to (11) of Lemma 1 the
current stage and future expected cost equals estimation errors during 31|eep perioglsy;; = (1,0,...,0)
Do N are given byey; = > ', A" 1 Jw,, , which are inde-

Vic(e, h) == |e" Pe+ Alpa + ﬁ) -/ } V). (22) pendgent of );nk);rinfor%a{ﬁgn at timkjwirrjnplying again that
Here recall thal/ (h) models the value of following* at the ~Self-triggered protocols do not need to adapt to currenttpla
end of a transmission time slot, i.e., when a sleeping pericdate. Thus the designs of Sections Il and IV apply with
begins. minor modifications. O

If the sensor does not transmit € 0) the current cost is
juste® Pe+ Ap,. By Fig. 4, at the next step the sensor needs

V. SIMULATIONS

to transmit so we can model the future cost Vig(e,, hy ) Consider the system with parameters
that we already defined in the case of (22). Thus the choice
. 1.2 0 2
p = 0 incurs a current stage, expected next stage, and A= { 1 08 } , B= { 1 } , (26)

expected future cost equal to
_ [T * W = 1, a controller K for closed loop poles ab.4, 0.6,
Vakip(e, e, h) == [e Pe + Apg — J*] +]E[V‘X(e+’h+)|(h2]3') possible channel coefficient®® = {0.01,0.05,0.1,0.5,1},
corresponding to a normalized 20dB fading range, and tran-
The value ofh; evolves by the Markov channel process (2kition probabilities given by
while the valuee is currently known to the sensor. That is

because the choice = 0 implies v = 0, so the controller 0.6 04 0 0 0

estimate (6) will become: = (A + BK)#_, and the next 02 06 02 0 0
control error according to (10) will be, = (A + BK)e + M=) 0 02 06 06 0 |. (27)
BK (z — &). All these variables are available at the sensor. 0 0 02 06 0.2

It is important to notice that in order to add the current 0 0 0 04 06

stage costs to the functiori(h) in (22) and (23), they need | -

tp be appropriately normalized by the constdritas in the power level for the worst channel. SUPPQSE= P /10.

right hand side of (20) - see our comments to (20) at theq yitterent values of in (9) we compute the optimal self-

end of the previous section. Now it is profitable to transmifjqqered protocor* as described in Section 111 and simulate

according to the mod(-?l of Fig. 4_'f the .cc.)nd|.t|cmx <Vsip  the proposed improved protocol of Section IV. The results

holds. Hence, the optimal myopic decision is are shown in Fig. 5 with axes corresponding to the average

_ { po/h, it Vix(e, h) < Vaiip(e, e4, h), (24) power consumption and the average control error (cf.(9)).

Pmyop =1 ¢, otherwise The proposed protocol overall yields a better power/céntro

= 1 and callppmax = po/h' the required transmit



devices have access to the current channel statafter

Els— —A— Self-triggered > X :

w —»— Proposed protocol a successful transmission at tinke so the sleep periods

gmf 7(hy) of the self-triggered protocols (cf. Section 1lI) can

8 X increases be directly followed. However sinck;, is not known before

% sk transmission the sensor has an imperfect belief on its value

o i.e., a distributionm; on H based on the last measured

<, . n = o - ~A channel and the Markov channel model. To guarantee packet
Average Power Consumption delivery given the imperfect channel information;, as

a self-triggered protocol requires, transmit power needs t
Fig. 5.  Power and control performance of the optimal selfggigd increase accordingly. The methodology of Sections Ill and
pro_tocolq—_* and the proposedimproyed on_efordifferentv_alues of the POWeE\/ can be adapted in this case at the expense of more
weight A in (9). A better trade-off is achieved by applying the progbs . .
event-triggered deviation in (24). For ~ 0 power is not penalized so Cumbersome notation. We note however that for packets with
7* =1 and the control error is identically zero. large size the imperfect channel information could cause
1 . ‘ a significant decrease in energy efficiency of the system,
ossf , thus measuring channels before transmission might still be
beneficial. Alternative channel estimation implementagio
are left for future investigation as well as extending the
protocol design to multi-sensor/actuator wireless nekaor
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