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Abstract— We consider the problem of stabilizing a plant low computational requirements, and the ability to handle
with a network of resource constrained wireless nodes. In geographically dispersed sensing and actuation points.

a companion paper, we developed a protocol where each . L
node repeatedly transmits an appropriate (stabilizing) Inear Recently, the need for a rigorous theory scurity in

combination of the values in its neighborhood. In this paper industrial control systems has started to gain attentign [5
we design an Intrusion Detection System (IDS) for this conwl  [6], [7], [8]. In domains such as chemical process indusfrie
scheme, which observes the transmissions of certain nodesda  aviation and critical infrastructure, attacks on the cohtr
uses that information to (a) recover the plant outputs (for data- systems could have disastrous consequences. The report [9]

logging and diagnostic purposes) and (b) identify malicios . _—
behavior by any of the wireless nodes in the network. We show makes several key recommendations for designing secure

that if the connectivity of the network is sufficiently high, the ~ control systems, including the need to maintain accurate
IDS only needs to observe a subset of the nodes in the network logs of plant behavior, and to analyze this information to

in order to achieve this objective. Our approach provides a quickly detect and isolate anomalies. In traditional (Yata
characterization of the set of nodes that should be observed  apyorks, this is performed with aitrusion Detection
systematic procedure for the IDS to use to identify the malimus . . . .
nodes and recover the outputs of the plant, and an upper bound SySten(lDS)’ which raises an alarm if the observed traffic
on the delay required to obtain the necessary information. flow in the network deviates from expected patterns [10]. The
paper [11] suggests an IDS for wireless networks in process
control industries, capturing (at a policy level) attacksts
as jamming, denial of service attacks, and corruptionsén th
The advent of low-cost and reliable wireless network&rmatting of data transmitted by certain nodes.
holds great promise for large, spatially distributed irtdab A more dangerous (and difficult to detect) attack in control
control systems. The topic of control over networks (wissle networks is that of datamodification where malicious nodes
or otherwise) has been intensively studied by researchesgbtly change the contents of messages that they are passing
over the past decade, leading to design procedures fiirough the network, but otherwise follow the normal rules
controllers that are tolerant to network imperfectionshsucof transmission. In this paper, we describe how to design
as packet dropouts and transmission delays [1], [2], [3hn IDS to detect data modification attacks in the control
In the companion paper [4], we introduced théreless scheme proposed in [4]. The IDS will be responsible for
Control Network (WCN), where the networktself acts observing the transmissions of certain nodes in the network
as the controller (instead of having a specially designated order to (a) recover the outputs of the plant (e.g., for
node performing this task). Specifically, we considered data-logging purposes), and (b) identify data modification
wireless network consisting of simple nodes that are ablgttacks; the overall architecture of the plant, controlvoek
to exchange information only with their direct neighborsand IDS is shown in Fig. 1. We show that the wireless control
We devised a protocol where each node transmits, at eastheme from [4] allows malicious behavior to be identified
time-step, a single value that is a linear combination aby examining the transmissions of onlygabsebf the nodes
the values in its neighborhood. This scheme causes titethe network, provided that the network topology satisfies
wireless network to behave as a linear system with sparsigertain conditions. We provide an explicit charactermaif
constraints on the system matrices (corresponding to thige subset of nodes that needs to be monitored, along with
topology of the network). We provided a numerical desigm procedure for the IDS to follow in order to extract the
procedure (based on linear matrix inequalities) to deteemi required information from the transmissions of these nodes
the appropriate linear combinations for each node to use
in order to stabilize the plant. As discussed in [4], this yIk] |
scheme has several benefits, including simple scheduling, 7~ Monitored nodes
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Il. NOTATION AND BACKGROUND ON GRAPH THEORY in the network. We will also assume that there are some

We usee; to denote the column vector (of appropriatem"’lIICIOUS nqdesn the netvyork, given by the sek C V.
size) with al in its i-th position and)'s elsewhere, and to These malicious nodes will transmit false values (perhaps

denote the column vector (of appropriate size) consisting Qy cons_piring with each otf;}er) IP:] an t:;\ttemkpt to da”.‘age the
all 1's. The symboll; denotes theV x N identity matrix, system in some way. Note that the gets unknowra priori.

and A’ indicates the transpose of matix. The cardinality Ve Will find it convenient to consider a new graghthat
of a setS is denoted byS|, and for two setsS and R, we captures hoyv the pIa_nt outputs enter |r}to the wireless obntr
useS \ R to denote the set of elements dhthat are not in network. This graph is obtained by taking the network graph

R. The set of nonnegative integers is denoted\by ¢ and addingp new verticesS = {sy,sy,...,sp}, Which

A graph is an ordered pai€ — {V,&}, whereV — correspond to the sensors on the plant. Define the edge set
{v1,v2,...,u5} is & set of vertices (or nodes), addis =1 ) s1 € S,v5 € Vg,
a set of ordered pairs of different vertices, called dirgcte “/ — | *1" si's value is available to node;

edges. The vertices in the s&f,, = {v;|(vj,v;) € &} We then obtairg = {V U S, & U &,

are the neighbors of vertex. A subgraphof G is a graph . . .
H — {V,€}, with V C V and& C &€ (where all edges i€ The.proposed control scheme (mtroduceq in [4]) consists
. - of having each node in the network update its value to be a
are between vertices ). linear combination of its previous value and the valuesf it
A path P from vertexv;, to vertexv;, is a sequence of IN€ ination oT its prévious valu H (e values ot |
. ' . neighbors. In addition, each source node will include adine
verticesv;,v;, - - v;, such that(v;.,v;,,) € € for0 < j < - )
P L Jg ot combination of the sensor measurements (i.e., plant ajtput
t— 1. The nonnegative integeris thelengthof the path. We . . : : e
: ; . ) . that it receives at each time-step. Finally, the malicious
will call a graphdisconnected there exists at least one pair ; . . .
nodes will update their values arbitrarily at each timesste

of verticeswv;, v; € V such that there is no path from to . . i
v;. The connectivityof the graph is the smallest number offathematically, if we letz;[k] denote nodevs’s value at
rane—stepk, we obtain the update equatiohs:

vertices that must be removed to disconnect the graph, aH
is denoted byx. A set of pathsPy, P, ..., P, are vertex z;[k+ 1] = )
disjoint if no vertex appears in more than one path. Given

two subsetg/;, Vs, C V, anr-linking from V; to V; is a set wiszilk] + 2o e, Wig % [F] .

of r vertex disjoint paths, each with start vertexlih and T ZSjeNvi hijy; K] if v € Vs \ 7,

end vertex inV,. Note that ifY; and), are not disjoint, we wiizilk] + Zuj eN,, WijZj (]

will take their common vertices to be vertex disjoint paths +2 5 en,, higyilkl + filk] if vi € Vs N F,

betweeny; and); of length zero. wiizi[k] + 3, enr, Wigzlk] + filk] i vi € F\ Vg,
Lemma 1 ([12]):Let G = {V,&} have connectivityx, wi;zi k] + Zvje/\/uz wij 2 (k] if v; ¢ Vg UT.

and letV; and), be subsets o¥, each of size at least.

Then there is a:-linking from V; to V» (and vice versa). The scalarsw;; and h;; specify the linear combina-

tions that are computed by each node in the network. The
scalar f;[k] is an (arbitrary) additive error committed by
node v; at time-stepk if it is malicious. If we let F =

Ill. THE WIRELESSCONTROL NETWORK

Consider a plant of the form:

{vj1,vjas - -+, vj - } denote the set of malicious nodes, and
x|k + 1] = Ax[k] + Bu[k], y[k] = Cx[k], (1) aggregate the values transmitted by all nodes at timestep

_ into the value vector[k] = [z1[k] 22[k] (k]
with A ¢ R™™", B € R"™ and C € RP*™. The ihe transmission strategy for the entire system can berepre
output vectory[k] = [y1[k] w2lK] yplk]]" con- sented as
tains measurements of the plant state vectdk] pro-
vided by the sensors,,...,s,. The input vectorufk] = zlk + 1] = Waz[k] + [H Ef} [}’[]/j]} : 3)
[uilk]  uzlk] um[kﬂl corresponds to the signals ap- T 4]
plied to the plant by actuatoes, .. ., a,. > v[k]

The plant is to be controlled using a wireless network,. o % € N. In the above equationEr =
consisting of a set of nodes that interact with each oth Iéjl ej, ejm}, and the vectof[k] contains all of

and with the sensors and actuators installed on the pla
The network is described by a gragh= {V,£}, where

V = {v1,v9,...,un} is the set ofN nodes and CV x V

represents the radio connectivity (communication topglog j¢ ¢ N,.. We assume that{0]
J vyt

e additive errors injected by the malicious nodes at time-
stepk. Furthermore, thg:, j) entry of W satisfiesw;; = 0
if v; ¢ N, U{v;}, and the(i, j) entry of H satisfiesh;; =0
(i.e., the initial state of the

in the network (i.e., edgév;, v;) € £ if nodev; can receive WCN) is known to the IDS.

information directly from nodey;). In addition, we define
Vs C V as the set of nodes that can receive informatio;]l[k]
directly from at least one sensor, andy C V as the

At each actuatol € {1,2,...,m}, we apply the input
= gz[k], whereg, is a vector that specifies a linear
combination of the values transmitted by the node¥’in

set of nodes whose transmissions can be heard by at least

one actuator. We will refer toVs as the source nodes

1The neighborhoodV,, of a vertexv is with respect to the grapé.



that can be heard by that actuator. Thus, the entire inputere

applied to the system can be writtenw{#] = Gz[k], where 0 0 o 0
the sparsity pattern il adheres to the network topology. TBq 0 0
When there are no malicious nodes (i.E.= )), the overall M & TWBo TBo o 0 @)
closed loop system evolves as: L= _ _ ' _
xk+1] [ A BG ] [x[K] o ; [x[] S s R
[z[k—i— 1]} - [ HC W ] [z[k] = A Lw) TW ' Bg TW™“Bo --- TBg

Let ¥, denote the set of all tuplgdV, H, G) that satisfy ~ The following theorem shows that the IDS can recover
the required sparsity patterns and that cause the mattix ~ the desired quantities from the transmissions of nodes in
be stable. In [4], a numerical procedure was provided to find, provided that a certain algebraic condition holds. We
an element oflr, (if one exists). will later relate this algebraic condition to conditions thre

In this paper, we consider the problem of data collectiof€twork topology and choices of the monitored nodes
and analysis in this network for the purpose of identifying Theorem 1:Suppose that there exists an integersuch
malicious behavior by a nonempty subgebf nodes. Specif- that, for all possible setQ of 2f nodes, the matridM 3
ically, we will describe the design of an IDS whose task is tgatisfies
collect data from the network in order to (a) recover the plan
outputg y[k] and (b) detect and isolate anomalous behavior rank(l\/[%) =p+IQ+ rank(M%_l) : (8)

in the WCN. Clearly, one trivial option would be for the IDS Then, as |Ong as there are no more tﬁama“cious nodes in

to listen to the transmissions ef’erynode and sensor in the the network during any set b contiguous time-steps, the
network_, and doubl_e-check that all n_odes are computing th_gs can uniquely recover the plant outpyt] and identify
proper linear combinations at each time-step. Howeves, thj|| of the malicious nodes with a delay d time-steps,

is not a satisfactory solution, since the entire point of thgazsed on the transmissions of the node§in 0
WCN is to avoid the communication infrastructure required Before proceeding with the proof of the above theorem,
for a centralized solution of this kind. |nStead, we will sho we provide a more detailed exp|anation of condition (8)
that it is possible to identify the malicious nodes and abtaigpecifically, note from (7) that for any s}, the last(L —1)

the plant outputs by monitoring the transmissions of justy.k-columns oM< have the forn{Mg } and thus have
a subset7 C V of the nodes (provided that the network L L1

Q g .
topology satisfies certain conditions). rank equal to the rank dMz_,. Condition (8) is therefore

equivalent to saying that the firgt+ |Q| columns ofM%
IV. ANALYSIS ALGORITHM FOR THEINTRUSION must be linearly independent of each other, and of all other
DETECTION SYSTEM columns inM2. With this interpretation in hand, we are
For any set] C V, denote the vector of transmissions ofnow ready to continue with the proof of Theorem 1.

the nodes in that set at time-stépy t[k]. We can write Proof: [Theorem 1] Consider time-steps =
t[k] = Tz[k] , (4) 0,1,...,D, and suppose that the malicious nodes during this
. . . . period are a subset of the sBt= {v;,,vj,,...,v;, }. From
where T is a |7T] x N matrix with a singlel in each : 7

(3), (4) and (6), the values seen by the IDS over these time-

row capturing the positions of the vectafk] that are in Isteps are given by

the set7, and zeros elsewhere. We will also find it usefu

to consider a slightly more general version of the system t[0: D] = @pz[0] + Mpv[0: D —1] , 9)
model (3). For any subse® = {v,,,vg,,---,vqo} C V ) o
of nodes, letEg = [e,, €5, -+ €40, and define wherev[k] = [y’[k] f'[k]]. Note that the IDS knows the

Bo = [H Eo| (whereH is the matrix from (3) specifying quantitiest[0 : D] and® pz[0], but it does. not knoyv the_ set
the linear combinations of the plant outputs that are used bﬁ/ or the valuesv[0 : D —1]. The IDS will try to identify
the source nodes). Note thBlg hasp + |Q| columns. The these unknown parameters based on the known quantities.
values transmitted by the monitored nodEsover L + 1 Let 71, Fs,..., Fxy C V denote all possible sets of
time-steps (for some nonnegative intedgrfor the system f(N)

F1 Fa f 1
alk+ 1] = Walk] + Bovik], t[k] = Ta[k] 5) f nodes, and leMy', M7?,...,Mpy'’/ denote the input

) matrices corresponding to these sets. With these matrices i
are given by hand, suppose that the IDS finds the first {1,2, ..., (})}

t[k] T v[k] such that the vectar0 : D]—® pz[0] is in the column space
t[k +1] T™wW v[k +1] of the matrixM ;. This means that the IDS can find a vector
tk+2| = |TW?| M@ | VIE+2 | (6) v[0:D — 1] such that

: : : Fi i - N
R N Ve M%i9[0: D — 1] = [0 : D] — ©pz]0].
— —_— The vectorv[0 : D — 1] is the IDS’sestimateof the value of

t[k:k+ L] oL v[k:k+L—1]

v[0 : D —1] (note that the valug[k] = [7'[k] F'[k]]’ con-
2This information can be used for plant monitoring and datiog. tains estimates of the plant outputs and the malicious rror



at time-stepk). Substituting (9) into the above expressiornthe IDS can repeat the above process to find the values of
and rearranging, we have y[1] along with the identities of the nodes that are malicious
Fomn. 11 aFiein. p 11— during time-stepk = 1. By repeating the above procedure
Mpv(0: D —1] - Mp'v[0: D —1] =0 . for all positive values of:, the IDS can obtain the identities
Let {F, F;} denote the set that is obtained by concatenatingf all malicious nodes and the errors that they commit, along
setsF and F; (i.e., it is the union of the two sets, with with the source streamg|k] for all k, simply by listening

duplications allowed). Exploiting the form of matrivI$ to the transmissions of the nodes7n ]
shown in (7), the above expression can be written as
V. NETWORK TOPOLOGY CONDITIONS FOR
0 0 v[0] MISBEHAVIOR IDENTIFICATION AND DATA RECOVERY
TB(7 7} 0 Y[l] Theorem 1 provides a decoding procedure for the IDS
TWB (7 7)) 0 v[2] =0 provided that condition (8) is true. In this section, we will
: : : relate this condition to the topology of the network.
TWP 'B(rr) - TBirry| [V[D -1 A. System Inversion
M The quantitiey [k] andf[k] in (3) are unknown to the IDS,
(10) and so linear systems of this type are terrlindar systems
whereB(r r, = [H Er Eg] and with unknown inputs For such systems, it is often of interest
k] — 3] to “invert” the sy_stem in order_ to reconstruct some or gll
. y Y of the unknown inputs, and this problem has been studied
vik] = fgfl]{] ’ under the moniker oflynamic system inversiofi3]. We

will now apply some pertinent results on system inversion

Now consider the matrngUfj_ SinceF U F; has at most t0 the problem of detecting and identifying malicious nodes
2f nodes, equation (8) indicates that the fisst |F U F;| in the wireless control network. First, recall that for amt s
columns of the matrixM7, " are linearly independent of € < V, the transfer function of the linear system (5) is
- —1 . . .
each other, and of all other columns of the matrix. Now, not€(2) = T (21 — W) Bg, whichiis & 7| x (p+|Q]) matrix
that the matrixM 77} is obtained from matrixviy,~s  of rational functions of:. o
simply by duplicating certain columns (namely, the columns Definition 1: The system (5) is said to have dndelay
corresponding to nodes that appear in bdthand F;). Inverse if there exists a system with transfer functidfx)
Consider a nodey € F. If v, ¢ F;, then the column SuchthaP(z)P(z) =2~ "1, o|. The system is invertible if

corresponding tov; within the first p + 2f columns of it has anL-delay inverse for some finité. The least integer
M%F,Fj} will be linearly independent of all other columns L for which anL-delay inverse exists is called the inherent

delay of the system. O

In order for the system to be invertible, its transfer fuoeti
must have ranlp + |Q| over the field of rational functions
in z. The following result from [13] and [14] provides a test
for invertibility in terms of the matrice, Bo and T.
Theorem 2 ([13], [14]): For any nonnegative integdr,

in Mgr’fj} (since this column will also appear in the
first p + |F U F;| columns of M7,"77). This means that
equation (10) can be satisfied onlyfiff0] = 0. On the other
hand, if f;[0] # 0, the only way for equation (10) to be
satisfied is ifv, € F; and f;[0] = £;[0]. In other words, if
equation (8) is satisfied, any malicious node that commits an
error during the first time-step will appear in sgf, and its rankM¢$) < p+|Q| +rankM?§ ;) (11)
additive error can be found by the IDS.

Next, note from (8) that the firgt columns ofM{Df’fj}
will be linearly independent of each other and of all othe
coljlrm}ns in that matrix (since the{sjg ]go}lumns also appear

UF; . T .
M and are notdup_llcated IRI )- Th.'s means that We will now relate the algebraic test from the above
the only way for equation (10) to be satisfied isyifo] = theorem to ggraph-theoretictest for invertibility.
y[0]. Thus, the IDS has also recovered the outputs of the '
plant that were injected into the network at time-steg 0.  B. Structured Systems

At this point, the IDS knowsy[0] and the identities of = 5 jjjeqy system of the form (5) is said to Iséructuredif
those nodes iF that committed errors during time-stép each entry of the matrice®, Bo and T is either a fixed
along with the exact values of their additive errors. The IDSero or an independent fre7e parameter [15]. Interestingly,

can then use (3) to obtain the transmitted values of all nodgach systems have certain properties that can be inferred
at time-stepk = 1 as purely from the zero/nonzero structure of the system ma-

z[1] = Wz[0] + Hy[0] + Bx,£[0] . trices; these properties ageneric meaning that they will

with equality if and only if the system has dndelay inverse
Fnote that rankM <) is defined to be zero). If the system is
vertible, its inherent delay will not exceed= N — p —
|+ 1. O

Now, using the identity 3In our case, the seF (and thus the matrisB ) is also unknown to
F the IDS, so the system given by (3) and (4) is more general ttadinear
t[l: D+1]=0Opz[l]+ Mpv[l: D] , systems with unknown inputs commonly considered in thedlitze.



hold for almost any choice of free parameters (i.e., the seetQ C V of 2f nodes, the graply contains a(p + 2f)—

of parameters for which the property does not hold haiking from S U Q to 7. Then, for almost any element

Lebesgue measure zero [15]). Of particular relevance ®© thiW,H, G) € ¥, (if it is nonempty), there exists an integer

paper is thegeneric normal rankof the transfer function D < N—p—2f+1 such that the IDS can recover the outputs
matrix of a structured system, which is the maximum rankf the plant and identify all malicious nodes with a delay of
(over the field of rational functions i) of the transfer at mostD time-steps, as long as there are no more tfian

function matrix over all possible choices of free parangetermalicious nodes in any set dd contiguous time-steps. ]

To analyze structural properties of linear systems of the Proof: For any setQ C V of 2f nodes, consider the
form (5), one associates a graphwith the structured set grapH #o associated with the structured &8V, Bo, T).
(W,Bg, T) as follows. The vertex set off is given by To obtain this graph, start by taking the graph of the network
VUZUO, whereV = {vy,vs,...,vx} is the set of state G. To this graph, addg + 2f input vertices (denoted by
vertices,Z = {i1,1%2,...,ip1|g|} IS the set of input vertices, Z) which will connect to the nodes in the graph according
andO = {o1,02,..., 07} is the set of output vertices. The to the structure of the input matriBo. Specifically,p of
edge set ofH is given by&,, U &, U &, Where&,, = these input vertices correspond to the plant senSqughich
{(vj,v) | Wy; # 0}, &E» = {(ij,u) | Bgy; # 0}, and producey(k]), and each of these has outgoing edges to the
Evo = {(vj,0) | Ti; # 0} (where Wy; indicates entry nodes inVs (specified by the structure of matrid). The
(1,7) of matrix W, and so forth). The following theorem other2f input vertices each have a single outgoing edge to
characterizes the generic normal rank of the transfer fmimct a node inQ (corresponding to the singlein each column
of a structured linear system in terms of the gr&ph of Eg). Next, add|7| output vertices (denoted by the set

Theorem 3 ([15], [16]): Let the graph of a structured O), and place a single edge from each node in the7sed
linear system be given b¥{. Then the generic normal rank a node inO, corresponding to the single nonzero entry in
of the transfer function of the system is equal to the maxim#&ach row of the matrixr'. Furthermore, add a self loop to
size of a linking inH from Z to O. [] every state vertex corresponding to the nonzero entries on

The above result says that if the graph of the structurdfie diagonal of the matri€Wwv. B
system (5) hasp + |Q| vertex disjoint paths from the From the statement of the theorem, note that grgph
inputs to the outputs, then for almost any choice of fre€ontains a linking of sizep + 2f from SU Q to 7, for any
parameters irW, Bo and T, the transfer function matrix SetQ of 2f nodes. This linking also exists in the grapy,
T(2I — W) 'Bg will have full column rank. Based on sinceg is a subgraph of{ . This linking can be extended
Theorem 2, this will mean that the firgt+ |Q| columns o a linking from the entire sef to 7 in Ho simply by

of the matrixMg__, , will be linearly independent of including the edges from the sét\ S to the setQ. Finally,
" this linking can be further extended to a linking frafrto O

all other columns iV o, ;- _ . :
We now have a graph-theoretic characterization of theimPly by including the edges from each vertexjinto the

invertibility of linear structured systems, and are in gldo corresponding output vertex '@ From The_orem 3, we see

apply this to the problem of identifying malicious behaviorthat the_systerT(W,.BQ,T) will be myertlble for almgst

and recovering the plant outputs in the WCN. any c_h0|ce of matrlcew and_H (sut_)Ject_ to the Yeo!‘_“r_ed

sparsity patterns). This genericness implies that irviiti

will hold simultaneously for all of the setsW,Bg, T) for

every setQ of 2f nodes with almost any choice of free
From Theorem 1 and Theorem 2, the IDS can identifparameters in the matricé® and H. From Theorem 2,

up to f malicious nodes if the linear system given by thehe firstp + |Q| columns of the matri>I\/I]%71072f+1 will be

tuple (W,Bo, T) is invertible for every setQ C V of linearly independent of each other and of all other columns i

up to 2f nodes. To verify that this property holds, noteM]QV_p_QfH. Thus, condition (8) in Theorem 1 is satisfied,

that for any given se®, the tuple(W,Bg, T) essentially and the 1DS can uniquely determine the identities of the

defines a structured linear system, with the only exceptiomalicious nodes, as well as the values of the plant outputs,

being that the nonzero entries in the matrid&gs (where based on the transmissions of the node§ inwith a delay

Bo = [H Eg]) and T are taken to be1”, rather than of at mostN — p — 2f + 1 time-steps.

free parameters. However, this is of no consequence, sinceFinally, we show that there is a tup(®, H, G) in the set

each nonzero entry in those matrices appears in a row adqd (which contains all stabilizing structured matrices fog th

column by itself, and thus can essentially be “scaled” to plant and is assumed to be nonempty) that allows the IDS to

free parameter by an appropriate redefinition of the inpuigcover the desired information. This is done by noting that

and outputs (e.g., see [17]). Thus, we can proceed withe set of matrices for which the system is stable has nonzero

applying the above results on structured system theoryeto tmeasure ifR” (wherer is the number of free parameters in

tuple (W,Bg, T), which brings us to the following result. the matricesW andH). More precisely, if\ € R” denotes
Theorem 4:Let G = {VUS, EUE} denote the graph of . _ _ _ _ _

the wireless control network augmented with the sensor . The notation?{g is used to denote the fact that this graph is associated

. . with the structured sefW,Bg, T, for a particular seQ of 2f nodes.
verticesS and the corresponding edges. LEtC )V denote 5Specifically, it is the graph obtained by dropping the outgertices and
the set of monitored nodes. Suppose that for every possihile 27 input vertices connecting to the s€tin Ho.

C. Topological Conditions for Identifying Malicious Nodes



a numerical vector of free parameters W and H that rather than simply routing them (e.g., see [18], [19] and
produces stability (e.g., obtained from the procedure Jin [4 the references therein). It was shown in [18], [19] that the
the closed loop system will remain stable for any parameteapacity of the network must be at least- 2f in order
vectors \* satisfying the component-wise inequalitidas—  to transmit information fromp sources to a set of sinks,
el < \* < X+ €l, for sufficiently smalle > 0; this is despite the presence gfattackers. Our work shows that this
because the eigenvalues of a matrix vary continuously withound holds for the WCN proposed in [4] using a purely
the parameters in that matrix. Thus, the set of stabilizininear system theoretic approach, even though the linear
parameters has measure at I¢as}” > 0, whereas the set of combinations have been chosen to obtain stability. Further

parameters for which the system is not invertible has measunvestigation of the applicability of resilient network diag
zero. Thus, for almost anfW , H, G) € ¥, the system is to control network design is a ripe avenue for research.

stableand allows the IDS to recover the plant outputs and
identify malicious behavior. ]

Theorem 4 characterizes the set of nodlethat the IDS g
should observe in order to achieve its objectives. However,
the fact that the theorem is framed in termsatifpossible [
setsQ of 2f nodes makes it somewhat unwieldy. One can
come up with a more compact condition when the entire3]
network is sufficiently well connected, as follows.

Corollary 1: Suppose that the netwogkhas connectivity
at leastp+ 2 f, and that each sensor &connects to at least
p+2f source nodes. Léf C V be any set of at leagt+ 2 f
nodes. Then, for almost any eleméW ,H, G) € ¥, (if it
is nonempty), there exists an integer< N —p — 2f + 1
such that the IDS can recover the outputs of the plant and
identify all malicious nodes with a delay @ time-steps, as
long as there are no more thgmalicious nodes in any set
of D contiguous time-steps.

Proof: For any setQ C V of 2f nodes, note that

Vs \ Q has at leasp nodes (sincdVg| > p + 2f). Since
each sensor i connects to at leagt + 2f source nodes,
each sensor will connect to at leastodes in the se¥s \ Q.
By Hall's Theorem (e.g., see [12]), there is a linking of size
p from S to Vs \ Q (this is also called amatching. Let
Vs C Vg be the set ofp source nodes contained in this
matching, and note thafs U Q hasp + 2f nodes. Since the [10]
network has connectivity + 2 f, Lemma 1 shows that there

(4

(5]

(7]

(8]

El

is a linking of sizep + 2f from Vs U Q to 7. Thus, the (11
graphG = {VUS,£UE;} contains a linking of size +2f
from SU Q to T for any setQ of 2f nodes. Theorem 4 is 12l

thus satisfied, from which the result follows. ]

Note that the above corollary indicates that in networkgs]
with connectivity p + 2f or higher, any set of p + 2f
nodes can be chosen to be observed by the IDS in ordﬁﬁ]
to recover the desired information about the system. For
example, consider the wireless control network shown iAS]
Fig. 1. The source nodeds = {v1,v2,v3} have access to
the plant’s (scalar) outpuj[k] at each time-step. Note that [16]
the connectivity of the network i& = 3, and since there
is a single sensor on the plant & 1) that connects to [17
three nodes, Corollary 1 indicates that the IDS can detect
and identify up tof = |“5%] = 1 malicious node, simply
by monitoring the transmissions of apy+ 2f nodes (e.g., 18]
the set7 = {1}3, Ve, 1)9}).

Remark 1:The approach presented in this paper can be
viewed as a form ohetwork codinghat has been recently (;q;
proposed by the communications community, where nodes in
a network transmit linear combinations of incoming packets

REFERENCES

L. Schenato, B. Sinopoli, M. Franceschetti, K. Poollad&. S. Sastry,
“Foundations of control and estimation over lossy netw@rRsoc. of
the IEEE vol. 95, no. 1, pp. 163-187, Jan. 2007.

J. P. Hespanha, P. Naghshtabrizi, and Y. Xu, “A surveyecent results
in networked control systemsProc. of the IEEE vol. 95, no. 1, pp.
138-162, Jan. 2007.

V. Gupta, A. F. Dana, J. Hespanha, R. M. Murray, and B. fitéss
“Data transmission over networks for estimation and cofitiEEE
Transactions on Automatic Controbol. 54, no. 8, pp. 1807-1819,
Aug. 2009.

M. Pajic, S. Sundaram, J. Le Ny, R. Mangharam, and G. Jp&ap
“The Wireless Control Network: Synthesis and RobustnassProc.
of the 49th IEEE Conference on Decision and Cont&f10.

F. Pasqualetti, A. Bicchi, and F. Bullo, “Distributedtinsion detection
for secure consensus computations,” Btoc. of the 46th IEEE
Conference on Decision and Contr@007, pp. 5594-5599.

] A. Giani, G. Karsai, T. Roosta, A. Shah, B. Sinopoli, andWiley,

“A testbed for secure and robust SCADA systems,"Proc. of the
14th IEEE Real-time and Embedded Technology and Applitsatio
Symposium2008, pp. 1-4.

S. Sundaram and C. N. Hadijicostis, “Distributed funeticalculation
via linear iterations in the presence of malicious ageritsProc. of
the American Control Conferenc008, pp. 1350-1361.

S. Amin, A. A. Cardenas, and S. S. Sastry, “Safe and secetworked
control systems under denial-of-service attacks,HBCC '09: Proc.
of the 12th International Conference on Hybrid Systems: @idation
and Control Berlin, Heidelberg: Springer-Verlag, 2009, pp. 31-45.
K. Stouffer, J. Falco, and K. Scarfone, “Guide to indigtcontrol sys-
tems (ICS) security,” National Institute of Standards aedhhology,
Tech. Rep. 800-82, Sep. 2008.

S. Northcutt and J. NovaRJetwork Intrusion DetectigrBrd ed. New
Riders Publishing, 2003.

T. Roosta, D. K. Nilsson, U. Lindgvist, and A. Valdes,rfAntrusion
detection system for wireless process control systemsPric. of
the 5th IEEE International Conference on Mobile Ad Hoc ands®e
Systems2008, pp. 866-872.

D. B. West,Introduction to Graph Theory Prentice-Hall Inc., Upper
Saddle River, New Jersey, 2001.

M. K. Sain and J. L. Massey, “Invertibility of linear tieainvariant
dynamical systems,JEEE Transactions on Automatic Controlol.
AC-14, no. 2, pp. 141-149, Apr. 1969.

A. S. Willsky, “On the invertibility of linear systenisJEEE Transac-
tions on Automatic Contrplvol. 19, no. 2, pp. 272-274, June 1974.
J.-M. Dion, C. Commault, and J. van der Woude, “Generipprties
and control of linear structured systems: a survAytomaticavol. 39,
no. 7, pp. 1125-1144, July 2003.

J. W. van der Woude, “A graph-theoretic characteraratior the rank
of the transfer matrix of a structured systemilathematics of Control,
Signals and Systemsol. 4, no. 1, pp. 33-40, Mar. 1991.

S. Sundaram and C. N. Hadijicostis, “Distributed fuomticalculation
and consensus using linear iterative strategi¢éEEE Journal on
Selected Areas in Communications: Special Issue on Coatnadl
Communicationsvol. 26, no. 4, pp. 650-660, May 2008.

S. Jaggi, M. Langberg, S. Katti, T. Ho, D. Katabi, M. M&d, and
M. Effros, “Resilient network coding in the presence of Bytae
adverseries,TEEE Transactions on Information Theomwol. 54, no. 6,
pp. 2596-2603, June 2008.

R. Koetter and F. R. Kschischang, “Coding for errors analsures in
random network coding,JEEE Transactions on Information Theory
vol. 54, no. 8, pp. 3579-3591, Aug. 2008.



