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Abstract

Network-based attacks on control systems may alter sensor data delivered to the controller, effectively causing degradation in control performance. As a result, having access to accurate state estimates, even in the presence of attacks on sensor measurements, is of critical importance. In this paper, we analyze performance of resilient state estimators (RSEs) when any subset of sensors may be compromised by a stealthy attacker. Specifically, we consider systems with the well-known \(l_0\)-based RSE and two commonly used sound intrusion detectors (IDs). For linear time-invariant plants with bounded noise, we define the notion of perfect attackability (PA) when attacks may result in unbounded estimation errors while remaining undetected by the employed ID (i.e., stealthy). We derive necessary and sufficient PA conditions, showing that a system can be perfectly attackable even if the plant is stable. While PA can be prevented with the use of the standard cryptographic mechanisms (e.g., message authentication) that ensure data integrity under network-based attacks, their continuous use imposes significant communication and computational overhead. Consequently, we also study the impact that even intermittent use of data authentication has on RSE performance guarantees in the presence of stealthy attacks. We show that if messages from some of the sensors are even intermittently authenticated, stealthy attacks could not result in unbounded state estimation errors.
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1 Introduction

The challenge of securing control systems has recently attracted significant attention due to high profile attacks, such as the attack on Ukrainian power grid [25] and the StuxNet attack [8]. In such incidents, the attacker can affect a physical plant by altering actuation commands or sensory measurements, or affecting execution of the controller. One approach to address this problem has been to exploit a dynamical model of the plant for attack detection and attack-resilient control (e.g., [12, 24, 19, 1, 18, 14, 15, 23, 6]).

For instance, consider the problem of attack-resilient control when measurements from a subset of the plant sensors may be compromised. One line of work employs a widely used (non-resilient) Kalman filter, with a standard residual-based probabilistic detector (e.g., \(X^2\) detector) triggering alarm in the presence of attack [24, 7, 3]. These Kalman filter-based controllers of linear time-invariant (LTI) plants may be vulnerable to stealthy (i.e., undetected) attacks resulting in unbounded state-estimation errors; thus, such systems are referred to as perfectly attackable (PA) [24, 7, 3]. Specifically, for LTI systems with Gaussian noise and Kalman filter-based controllers, the notion of perfect attackability (PA)\(^1\) is introduced in [24]. In particular, [24], and [3] for larger classes of intrusion detectors (IDs), show that the system is PA if and only if the plant is unstable and the set of compromised sensors satisfies that no unstable eigenvector lie in the kernel of their observation matrix.

Resilient (i.e., secure) state estimation is another approach to achieve attack-resilient control; here, the objective is to estimate the system state when a subset of the sensors is corrupted [1, 16]. This allows for the use of standard feedback controllers to provide strong control guarantees in the presence of attacks. A common approach is to use a batch-processing resilient state estimator (RSE) to estimate the system state and attack

\(^1\) For conciseness, we use PA for perfect attackability or perfectly attackable, when the meaning is clear from the context.
vectors (e.g., [1, 15, 14, 18]). For LTI systems without noise, the state and attack vectors can be obtained by solving an $l_0$ or under more restrictive condition $l_1$, optimization problem [1]. These results are extended to systems with bounded noise [14], showing that the worst case state estimation error is a linear with the noise size; thus, the attacker cannot exploit the noise to introduce unbounded state-estimation errors, unless a sufficiently large number of sensors is corrupted. SMT- and graph-based estimators from [18] and [11] improve computational efficiency of the estimators. However, all these methods employ a common restrictive assumption that the maximal number of corrupted sensors is bounded; at best, less than half of sensors can be compromised. Moreover, to the best of our knowledge, the impact of stealthy attacks on the RSEs has not been considered, either in the general case or under such restrictive assumptions.

However, the assumption that measurements from only a subset of sensors are compromised cannot be justified in the common scenarios where the attacker has access to the network used to transmit data from sensors to the controller. Thus, it is important to analyze impact of such Man-in-the-Middle attacks on performance of the RSEs. A common defense against network-based attacks is the use of cryptographic tools, such as adding Message Authentication Codes (MACs) to measurement messages to guarantee their integrity. Yet, continuous use of security primitives such as MACs, can cause computation and communication overhead, which limits its applicability in resource-constrained control systems [9, 10]. To overcome this, intermittent data authentication can be used for control systems [3]; specifically, LTI systems with Gaussian noise and a Kalman filter-based controller, cannot be PA if message authentication is at least intermittently employed. On the other hand, no such guarantees have been shown in systems with bounded-size noise and RSE-based controllers.

Consequently, in this work, we focus on performance of LTI systems with bounded-size noise, employing an RSE-based controller, under stealthy attacks on an arbitrary number of sensors. Specifically, we consider a system with an $l_0$-based RSE, due to the strongest resiliency guarantees, and one of two previously reported intrusion detectors (IDs) for systems with set-based noise. Due to the batch-processing nature of RSEs, we introduce two notions of PA for such systems – at a single time point and over time, where a stealthy attacker may introduce arbitrarily large estimation errors. Then, we provide necessary and sufficient conditions for both notions of PA. We show that unlike PA in the Kalman filter-based estimators, a system may be PA over time even if the physical plant is not unstable. Furthermore, we show that even intermittent data authentication guarantees can help against such perfect attacks for some types of IDs. Unlike [3], we show that using authentication only once in every bounded time interval ensures bounded estimation errors under any stealthy attack.

This paper is organized as follows. Section 2 formalizes the problem including the system and attack models. In Section 3, we define the concept of perfectly attackable systems and find the necessary and sufficient conditions for PA. In Section 4, we study effects of intermittent message authentication on performance guarantees under attack. Finally, our results are illustrated in case studies in Section 5, before concluding remarks in Section 6.

**Notation.** $B$ and $\mathbb{R}$ denote the set of Boolean and real numbers, respectively, and $I(\cdot)$ is the indicator function. For a matrix $A$, $N(A)$ denotes its null space, $A^T$ its transpose, $A^+$ its Moore-Penrose pseudoinverse, and $||A||$ the $l_2$ norm of the matrix. For a vector $x \in \mathbb{R}^n$, we denote by $||x||_p$ the p-norm of $x$; when p is not specified, the 2-norm is implied. In addition, we use $x_i$ to denote the $i$th element of $x$, while supp($x$) denotes the indices of nonzero elements of $x$ – i.e., supp$(x) = \{i | i \in \{1, ..., n\}, x_i \neq 0\}$.

Projection vector $e_i$ is the unit vector where a 1 in its $i$th position is the only nonzero element of the vector. For set $S$, $|S|$ denotes the cardinality of the set and $S^C$ its complement. $P_K x$ is the projection from the set $S$ to set $K (K \subseteq S)$ by keeping only elements of $x$ with indices from $K$; formally, $P_K = [e_{j_1} ... e_{j_{|K|}}]^T$, where $K = \{j_1, ..., j_{|K|}\} \subseteq S$ and $j_1 < j_2 < ... < j_{|K|}$. If e.g., $S = \{1, 2, 3, 4\}$ and $K = \{2, 4\}$, then $P_K x = [x_2 x_4]^T$.

**2 Problem Description**

We start by introducing the system (Fig. 1) and attack model, before formalizing the considered problem.

**2.1 System and Attack Model**

We now describe each system component from Fig. 1.

**Plant Model.** We assume that the plant is an observable linear time-invariant (LTI) dynamical system that can be modeled in the standard state-space form as

$$x(t+1) = Ax(t) + Bu(t) + v_P(t),$$

$$y(t) = Cx(t) + v_M(t).$$

(1)

Here, $x \in \mathbb{R}^n$, $u \in \mathbb{R}^m$, $y \in \mathbb{R}^p$ denote the state, input and output vectors, respectively. The plant output vec-
tor captures measurements from the set of plant sensors \( S = \{ s_1, s_2, ..., s_p \} \). In addition, \( v_P \in \mathbb{R}^n \) and \( v_M \in \mathbb{R}^p \) are bounded process and measurement noise vectors – i.e., there exist \( \delta_{v_P}, \delta_{v_M} \in \mathbb{R} \) such that for all \( t \geq 0 \),

\[
\| v_P(t) \|_2 \leq \delta_{v_P}, \quad \| v_M(t) \|_2 \leq \delta_{v_M}.
\]  

(2)

Note that we make no assumptions about the distributions of the sensor and measurement noise models.

**Attack Model.** We assume that the attacker was able to compromise information flow from a subset of sensors \( \mathcal{K} \subseteq S \); however, we make no assumption about the set \( \mathcal{K} \) (e.g., its size or elements). Hence, the sensor measurements delivered to the controller can be modeled as

\[
y'(t) = y(t) + a(t).
\]

(3)

Here, \( a(t) \in \mathbb{R}^p \) denotes the sparse attack signal injected by the attacker at time \( t \) via the compromised information flows (i.e., sensors) from \( \mathcal{K} \); hence, \( \mathcal{K} = \text{supp}(a(t)) \).

We use a commonly adopted threat model (e.g., [3]) where:

(i) the attacker has the full knowledge of the system, its dynamics and design (e.g., controller and ID), as well as the employed security mechanisms – e.g., the times when authentication is used,

(ii) the attacker has the required computation power to calculate suitable attack signals to inject via the set \( \mathcal{K} \), while planning ahead as needed,

(iii) the attacker’s goal is to design attack signal \( a(t) \) such that it always remain stealthy (i.e., undetected by the ID), while maximizing control degradation.

The notions of *stealthiness* and *control performance degradation* depend on the controller, and thus will be formally defined after the controller design is introduced.

**Controller Design.** The controller employs an RSE whose output is used for standard feedback control, and an ID (Fig. 1). To simplify our notation while describing the RSE, the model (1) can be considered in the form

\[
x(t + 1) = Ax(t),
y(t) = y'(t) = Cx(t) + w(t) + a(t);
\]

(4)

specifically, we can ignore the contribution of \( u(t) \) as it is a known signal (no attacks on actuator are considered in this work) and thus has no effect on resilient state estimation. As shown in [13, 14], the bounds on the size of measurement noise \( w \) in (4) can be related to the bounds on the size of process and measurement noise vectors \( v_P \) and \( v_M \); i.e., there exists \( \delta_w > 0 \) such that

\[
\| w(t) \| \leq \delta_w, \quad \text{for all } t \geq 0.
\]

(5)

**Resilient State Estimator.** The goal of an RSE is to reconstruct the system state \( x(t) \) from \( N \) sensor measurements \( \{ y(t),...,y(t+N-1) \} \). We assume that \( N = n \); however, the results can be extended to the case \( N < n \) or \( N > n \). To formally capture RSE requirements, we rewrite the system model from (4) as

\[
y(t) = Cx(t) + a(t) + w(t),
\]

(6)

where \( \mathbf{O} = [\mathbf{O}_1^T | ... | \mathbf{O}_p^T]^T \). For each sensor \( i \) and a subset of sensors \( \mathcal{K} \), we define the matrices \( \mathbf{O}_i \) and \( \mathbf{O}_\mathcal{K} \) as

\[
\mathbf{O}_i = \left[ (\mathbf{P}_K \mathbf{C})^T \mathbf{P}_K \mathbf{C} \right]^T, \quad \mathbf{O}_\mathcal{K} = \left[ (\mathbf{P}_K \mathbf{C})^T \mathbf{P}_K \mathbf{C} \right]^T.
\]

(7)

with \( \mathbf{O}_i = \mathbf{O}(a_i) \). Also, each of the block vectors \( a, y, w \in \mathbb{R}^{PN} \), satisfies \( a(t) = [a_1^T(t) | ... | a_p^T(t)]^T, y(t) = [y_1^T(t) | ... | y_p^T(t)]^T \) and \( w(t) = [w_1^T(t) | ... | w_p^T(t)]^T \). Now, for each sensor \( i \in \mathcal{S} \), it holds that

\[
y_i(t) = \mathbf{O}_i x(t) + a_i(t) + w_i(t)
\]

(8)

with \( a_i(t) = [a_1(t) | a_1(t+1) | ... | a_i(t+N-1)]^T \in \mathbb{R}^N \) denoting the values injected via \( i \)th sensor at time steps \( t,...,t+N-1 \), with \( a_i(t) = 0 \) if \( i \notin \mathcal{K} \). Finally, \( y_i(t) = [y_1(t) | y_1(t+1) | ... | y_i(t+N-1)]^T \in \mathbb{R}^N \) and \( w_i(t) = [w_1(t) | w_1(t+1) | ... | w_i(t+N-1)]^T \in \mathbb{R}^N \) are the values of sensor \( i \) measurements and its noise.

In general, the RSE functionality can be captured as [1]

\[
\mathcal{E} : \mathbb{R}^{NP} \mapsto \mathbb{R}^n \times \mathbb{R}^{NP} \text{ s.t. } \mathcal{E}(y(t)) = (\hat{x}(t), \hat{a}(t)).
\]

(9)

Here, \( \hat{x}(t) \) and \( \hat{a}(t) \) are the state and attack vectors estimated from the delivered sensor measurements. The estimation error of an RSE is defined as

\[
\Delta x(t) = \hat{x}(t) - x(t).
\]

(10)

A conventional RSE is the \( k_0 \)-based decoder [14], or its equivalent forms (e.g., [1, 18]), defined as optimization

\[
\min_{\hat{x}(t),\hat{a}(t)} \sum_{i=1}^{P} I(\| \hat{a}(i) \| > 0)
\]

s.t. \( y(t) = \mathbf{O}_\mathcal{S} \hat{x}(t) + \mathbf{w}(t) + \hat{a}(t) \)

\[
\mathbf{w}(t) \in \Omega.
\]

(11)

Here, \( \Omega \) denotes the feasible set of noise vectors, determined by the noise bounds from (5). The vectors \( \mathbf{w}(t) \) and \( \hat{a}(t) \) are estimated at time \( t \) independently from the estimated vectors at time step \( t - 1 \). Hence, we denote \( \mathbf{w}(t) = [\mathbf{w}_1^T(t) | ... | \mathbf{w}_p^T(t)]^T, \hat{a}(t) = [\hat{a}_1^T(t) | ... | \hat{a}_p^T(t)]^T \), with \( \mathbf{w}_i(t) = [w_1(t) | ... | w_i(t+N-1)]^T \) and \( \hat{a}_i(t) = [\hat{a}_1(t) | ... | \hat{a}_i(t+N-1)]^T \), for all \( i \).
When not more than \( s \) sensors are compromised in a 2s-sparse observable system [17], the estimation error of the RSE (11) is bounded [14]; 2s-sparse observable depends on the properties of the observability matrix of \( (A, C) \).

**Intrusion Detector.** We consider two ID used to detect the presence of any system anomaly (including attacks):

1. **ID\( _I \):** We capture the ID\( _I \) functionality in the general form as mapping \( D_I : \mathbb{R}^{Np} \mapsto \mathbb{B} \) defined as
   \[
   D_I(\hat{a}(t)) = \| \|\hat{a}(t)\| > 0 \|
   \]  
   i.e., if the estimated attack vector is non-zero, ID\( _I \) raises alarm. Note that our goal is not to identify the exact set of attacked sensors, which would result in a nonzero threshold in (12), as shown in [14].

2. **ID\( _II \):** We define the ID\( _II \) as \( D_{II} : \mathbb{R}^{Np+2m} \mapsto \mathbb{B} \) with
   \[
   D_{II}(\hat{a}(t), \hat{x}(t), \hat{x}(t-1)) = 
   I(\|\|\hat{a}(t)\||>0) \vee I(\|\|\hat{x}(t)-A\hat{x}(t-1)\||>d)
   \]  
   here, \( \vee \) is Boolean OR and \( d \) is defined by Prop. 1.

We use \( D_I(\hat{a}) \) and \( D_{II}(\hat{a}, \hat{x}) \) instead of \( D_I(\hat{a}(t)) \) and \( D_{II}(\hat{a}(t), \hat{x}(t), \hat{x}(t-1)) \), respectively. We also denote the system (4) with ID\( _i \) (\( i \in \{ I, II \} \)) as \( \Sigma_i(A, C, \delta_w, \mathcal{K}) \). Yet, if results hold for both IDs, we remove the subscript \( i \).

**Proposition 1** For the system without attack, it holds that \( \|\|\hat{x}(t)-A\hat{x}(t-1)\|| \leq d = 2\sqrt{D} \|\|O\|\|_2(1+\|A\|_2) \|\|

**PROOF.** Constraints in (11) at time \( t \) and \( t-1 \) imply
   \[
   O\hat{x}(t) + w(t) = O\hat{x}(t) + \hat{w}(t) \\
   O\hat{x}(t-1) + w(t-1) = O\hat{x}(t-1) + \hat{w}(t-1) \tag{14}
   \]
   For \( \Delta w(t) = w(t) - \hat{w}(t) \), since \( (A, C) \) is observable,
   \[
   \hat{x}(t) = x(t) - O^\dagger \Delta w(t) \\
   \hat{x}(t-1) = x(t-1) - O^\dagger \Delta w(t-1) \tag{15}
   \]

Hence, from (4), \( \|\|\hat{x}(t)-A\hat{x}(t-1)\|| = \|\|AO^\dagger \Delta w(t-1) - O^\dagger \Delta w(t)\|| \leq \|\|O^\dagger\|\|_2 \|\|\Delta w(t)\||_2 \leq 2\sqrt{D} \|\|\Delta w(t)\||_2 \|

2.2 **Problem Formulation**

In this work, we focus on the following two problems.

**Problem 1:** Under which conditions, a stealthy attacker could introduce arbitrarily large estimation errors (10)?

From (12), (13), the stealthiness conditions for ID\( _I \), ID\( _II \) are
   \[
   D_I(\hat{a}) = 0, \quad D_{II}(\hat{a}, \hat{x}) = 0. \tag{16}
   \]

Note that if an attack is stealthy from ID\( _II \) it cannot be detected by ID\( _I \) either. Due to the batch-processing nature of the RSE and bounded-size noise, the approach and conditions from [24, 7] cannot be used. Hence, we introduce PA for LTI systems with bounded-size noise.

**Problem 2:** As we show in next section, for a large class of systems \( \Sigma_I(A, C, \delta_w, \mathcal{K}) \), an unbounded state estimation error can be inserted by compromising a subset of sensors. Although the use of ID\( _II \) (i.e., for systems \( \Sigma_{II}(A, C, \delta_w, \mathcal{K}) \)) restricts these conditions, unstable plants are vulnerable to perfect attacks (i.e., stealthy attacks that cause unbounded estimation errors). On the other hand, the use of security mechanisms, such as message authentication, could ensure integrity of the received sensor measurements. Thus, a stealthy attack vector has to satisfy \( a_i(t) = 0 \) when the measurement of sensor \( s_i \) is authenticated at time \( t \), and \( a(t) = 0 \) if integrity of all sensors is enforced at time \( t \). Since authentication comes with additional computational and communication cost, we study the effects of intermittent data authentication on attack impact. Our goal is to find conditions that the authentication policy (i.e., times when authentication is used) should satisfy so that the systems \( \Sigma_I(A, C, \delta_w, \mathcal{K}), \Sigma_{II}(A, C, \delta_w, \mathcal{K}) \) are not PA.

3 **PA of LTI Systems with Bounded-Noise**

The notion of PA is introduced in [24, 7] for systems with a statistical (\( \chi^2 \)) ID and a Kalman-filter implementing continuous (i.e., streamed) processing of sensor measurements. On the other hand, most existing RSEs for systems with bounded noise (e.g., [14, 18, 21, 20]) are based on batch-processing of sensor data – i.e., processing a window of sensor measurements at each time step (mostly even without taking previous computations into account). Thus, the notion of PA needs to differentiate between PA at a single time point vs. PA over a time interval. In this section, we first define these two notions of PA for systems with one of the two IDs, before providing the necessary and sufficient conditions individually.

**Definition 1** System \( \Sigma_i(A, C, \delta_w, \mathcal{K}) \) is perfectly attackable at a single time step if for any \( M > 0 \), there exists a stealthy sequence of attack signals \( a(t) \) over \( N \) time steps (i.e., satisfying (16)), for which the RSE estimation error satisfies \( \|\|\Delta x(t)\|| > M \). Such attack vector \( a(t) \) is called a perfect attack for the system \( \Sigma_i(A, C, \delta_w, \mathcal{K}) \).

Definition 1 does not require that the attack is stealthy before or remains stealthy at time steps after \( t \). Such notion of PA for the system \( \Sigma_{II}(A, C, \delta_w, \mathcal{K}) \) is not relevant because the ID\( _II \) from (13), validates that the estimated states in every two consecutive steps do not violate plant dynamics. Thus, we characterize a more realistic requirements for stealthy attacks – PA over a time-interval.
Definition 2 System $\Sigma(A,C,\delta,w,K)$ is perfectly attackable over time if for all $M > 0$ there exists a sequence of attack signals $a(t), a(t+1), \ldots$ and a time point $t'$ such that for all $k$, where $k \geq t'$, it holds that $\|\Delta x(k)\| > M$, and for all time steps, the estimated attack vectors $\hat{a}$ satisfies the corresponding stealthiness requirements in (16).

To simplify our presentation, instead of formally stating that the estimation error may be arbitrarily large, we may say that the estimation error is unbounded.

Remark 1 If the system $\Sigma_{II}(A,C,\delta,w,K)$ is perfectly attackable over time, then the $\Sigma_{I}(A,C,\delta,w,K)$ is also perfectly attackable over time because the stealthiness condition in (16) for $\Sigma_{II}$ also includes the condition for $\Sigma_{I}$.

Note that PA over time is a stronger notion than PA at a single time point because $D_{\Sigma}(\hat{a}(t))$ should be equal to zero for all time steps. Therefore, the following holds.

Proposition 2 If the system $\Sigma_I(A,C,\delta,w,K)$ is PA over time, then it is also PA at a single time step.

3.1 PA of $\Sigma_I(A,C,\delta,w,K)$ System

We now capture conditions for PA at a single time.

Theorem 1 System $\Sigma_I(A,C,\delta,w,K)$ is PA at a single-time step if and only if pair $(A,P_{K^C})$ is not observable.

Proof. ($\Rightarrow$) Let us assume that the pair $(A,P_{K^C})$ is observable, while the system $\Sigma_I(A,C,\delta,w,K)$ is PA at a single time step, which we denote as $t$. Then, there exists a stealthy attack sequence $a(t)$ for which the RSE estimated attack vector $\hat{a}(t) = 0$ and $\|\Delta x(t)\|$ is unbounded.

Consider data from uncompromised sensors in $K^C$, i.e.,

$$P_{K^C}y(t) \overset{(i)}{=} O_{K^C}x(t) + \tilde{P}_{K^C}w(t) \overset{(ii)}{=} O_{K^C}\hat{x}(t) + \tilde{P}_{K^C}w(t),$$

where $(i)$ holds from (6) as the sensors are non-compromised, whereas $(ii)$ holds from (11) since the attack is stealthy (i.e., $\hat{a}(t) = 0$). Hence, it follows that $O_{K^C}\Delta x(t) = \tilde{P}_{K^C}\Delta w(t)$, where $\Delta w(t) = w(t) - \bar{w}(t)$. Since the matrix $O_{K^C}$ is full rank, $\Delta x(t) = (O_{K^C})^\dagger \left(\tilde{P}_{K^C}\Delta w(t)\right)$, and thus

$$\|\Delta x(t)\| \leq \left\| (O_{K^C})^\dagger \right\| \left\| \left(\tilde{P}_{K^C}\Delta w(t)\right) \right\|. \quad (17)$$

The matrix $(O_{K^C})^\dagger$ has a bounded norm, $\|w(t)\|$ and $\|\bar{w}(t)\|$ are also bounded. Thus, the right side of (17) is bounded, meaning that $\Delta x(t)$ is bounded, which is a contradiction.

($\Leftarrow$) Suppose that the pair $(A,P_{K^C})$ is not observable; thus, there exists a nonzero vector $z$ such that $O_{K^C}z = 0$. Let us assume that the system is in state $x(t)$ when attack $a(t) = \left[(P_Ka(t))^T \ (P_{K^C}a(t))^T\right]^T = O\bar{z} = \left[(O_{K^C})^T \ 0\right]^T$ is applied. Then, from (6) we have that

$$y(t) = O\bar{z}(t) + w(t) + a(t) = \bar{z}(t) + \bar{w}(t) + \hat{a}(t). \quad (18)$$

Consider $w'(t) = \bar{w}(t), \bar{z}'(t) = \bar{z}(t) + z$ and $\hat{\bar{a}}'(t) = 0$. Now, $(\bar{z}'(t), \bar{w}'(t), \hat{\bar{a}}'(t))$ is a feasible point for the RSE optimization problem from (11) that also minimizes the objective to zero. Thus, the output of RSE $(\bar{z}, \hat{\bar{a}}(t))$ also has to have the same value for the objective function – i.e., $\hat{a} = 0$, and the attack will not be detected.

Since $(A,C)$ is observable, from (18) and (10), we have $\Delta x(t) = O^t\Delta w(t) + O^t\bar{a}(t) = O^t\Delta w(t) + z$. As $\Delta w(t)$ is bounded, and $z$ is any nonzero vector in the null-space of $O_{K^C}$, it can be chosen with an arbitrarily large norm. Thus, $\Sigma_I(A,C,\delta,w,K)$ is PA at a single time step.

As the plant $(A,C)$ is observable, the next result follows.

Corollary 1 System $\Sigma_{II}(A,C,\delta,w,S)$ (i.e., all sensors compromised) is perfectly attackable at a single time step.

Corollary 2 If the attack to the system $\Sigma_{II}(A,C,\delta,w,K)$ has the form $a(t) = O\bar{z}(t)$, for some $z \in \mathbb{R}^n$, then $\hat{a}(t) = 0$ and the RSE error satisfies $\Delta x(t) = O^t\Delta w(t) + z$.

Remark 2 Although in this paper we consider l0-based estimators, it is straightforward to show that the results of Theorem 1 are valid for any batch processing estimators like l1-based estimator or estimators from [18, 17].

Example 1 To illustrate PA at time point, consider system $\Sigma_I(A,C,\delta,w,K)$ with $\delta_w = 0, K = S = \{s_1\}, N = 2, A = \begin{bmatrix} \alpha & 0 \\ \beta & 1 \end{bmatrix}, C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$. The attack vector $a(t) = \left[a^T(t) \ a^T(t+1)\right]^T = O\bar{z}$ results in estimation error $\Delta x(t) = z$ and $\hat{a}(t) = 0$, for $z$ being any arbitrary nonzero vector; thus, can generate a perfect attack vector at time $t$.

We now provide a necessary and sufficient condition that the system $\Sigma_I(A,C,\delta,w,K)$ is PA over time.

Theorem 2 Consider the system $\Sigma_I(A,C,\delta,w,K)$ and let us define the matrix $F(K,N)$ as

$$F(K,N) = \left[O_{K^C}^T \ (P_KC)^T \ \ldots \ \left(\tilde{P}_{K^C}CA^{N-2}\right)^T\right]. \quad (19)$$

a) Suppose $F(K,N)$ is not full rank. Then, the system $\Sigma_I(A,C,\delta,w,K)$ is perfectly attackable over time if and only if it is perfectly attackable at a single time step.

b) Suppose $F(K,N)$ is full rank. Then $\Sigma_I(A,C,\delta,w,K)$ is PA over time if and only if it is PA at a single time step, $A$ is unstable and at least one eigenvector $v_i$ corresponding to an unstable eigenvalue satisfies $v_i \in N(O_{K^C})$. 
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From Theorem 2 it holds that, unlike the notion of PA in systems with probabilistic noise and statistical IDs [24, 7, 3], for systems with bounded noise and $l_0$-based RSEs, a system can be perfectly attackable over time even if the plant is not unstable. Before proving Theorem 2, we first introduce the following lemmas used in the proof.

**Lemma 1** Consider attack on the system $\Sigma_f(A, C, \delta_w, K)$ in the form $\eta(t) = O(t)$, where it also holds that if $N(F(K, N)) = 0$ then $z(t) \notin N(A)$. If $z(t + 1) = A(z(t) + \alpha(t), where $\alpha(t) \in N(F(K, N))$, then $a(t) = Oz(t + 1)$ is also a stealthy attack vector for the system.

**Proof.** For $a(t + 1)$ to be a feasible attack vector, we need to show that $P_Kz(t + 1) = 0$, which is equivalent to

$$
O_Kz(t + 1) = O_Kz(Az(t) + \alpha(t)) = 0. \tag{20}
$$

As $\alpha(t) \in N(F(K, N))$, we have $O_Kz(\alpha(t)) = 0$. From Cayley-Hamilton theorem and assumption that $O_Kz = 0$ (since $P_Kz(t) = 0$ as sensors from $K^0$ are not compromised), we have $O_Kz(Az(t) = 0$; thus, (20) also holds.

We now show time consistency for the attacks; i.e., that the corresponding elements of $P_Ka(t), \ldots, P_Ka(t + N)$ of vectors $P_Ka(t)$ and $P_Ka(t + 1)$ are equal. We have

$$
P_Ka(t + 1) = [(P_KC)^T \ldots (P_KCAN^{N-1})^T]^T (Az(t) + \alpha(t)) = [(P_KC)^T \ldots (P_KCAN^{N-1})^T]^T z(t) + O_K\alpha(t)
$$

$$
P_Ka(t) = [(P_KC)^T \ldots (P_KCAN^{N-1})^T]^T z(t).\tag{21}
$$

By comparing the shared elements of vectors $P_Ka(t)$ and $P_Ka(t + 1)$ we have that they are equal, ending the proof.

**Lemma 2** Let the system $\Sigma_f(A, C, \delta_w, K)$, at two consecutive time steps $t$ and $t + 1$ have estimation error $\Delta x(t)$ and $\Delta x(t + 1)$, while $D(\hat{a}(t)) = D(\hat{a}(t + 1)) = 0$. Then $\Delta x(t + 1) = A\Delta x(t) + \alpha(t) + p(t)$, where $\alpha(t) \in N(F(K, N))$ and $p(t)$ is a bounded vector.

**Proof.** From $D(\hat{a}(t)) = D(\hat{a}(t + 1)) = 0$, as in (18)

$$
a(t) = O\Delta x(t) + \Delta w(t)
$$

$$
a(t + 1) = O\Delta x(t + 1) + \Delta w(t + 1). \tag{21}
$$

Since the sensors from $K^0$ are not compromised, $O_K\Delta x(t) = -P_K\Delta w(t)$ holds. Thus, we have

$$
O_K\Delta x(t) = [(P_KCAN)^T \ldots (P_KCAN^{N})^T]\Delta x(t) = [-(P_K\Delta w(t + 1))^T \ldots -(P_K\Delta w(t + N - 1))^T] \beta^T(t) = h(t),
$$

where $\beta(t) = P_KCAN^N\Delta x(t)$ and $\Delta w(t) = w(k) - w(k - 1)$ for $k = t, \ldots, t + N - 1$. Using the Cayley-Hamilton theorem, it holds that $A^N = c_0I + \ldots + c_{N-1}A^{N-1}$, for some $c_0, \ldots, c_{N-1} \in \mathbb{R}$. Thus, we get $\beta(t) = P_K(P_K\Delta w(t) + \ldots + c_{N-1}\Delta w(t + N - 1))$. On the other hand, we have $O_K\Delta x(t + 1) = -P_K\Delta w(t + 1)$. Hence, it follows that

$$
O_K\Delta x(t + 1) - A\Delta x(t) = -P_K\Delta w(t + 1) - h(t) \triangleq r_1(t) \tag{22}
$$

The attack vectors for compromised sensors are

$$
P_Ka(t) = [(P_KC)^T \ldots (P_KCAN^{N-1})^T]^T \Delta x(t) + P_K\Delta w(t)
$$

$$
P_Ka(t + 1) = [(P_KC)^T \ldots (P_KCAN^{N-2})^T]^T \Delta x(t + 1) + P_K\Delta w(t + 1)
$$

Let us define $O_K^{-N - 2} = [(P_KC)^T \ldots (P_KCAN^{N-2})^T]^T$. Consistency in the overlapping terms of the vectors in above equations, implies that

$$
O_K^{-N - 2} \Delta x(t + 1) + \begin{bmatrix}
P_K\Delta w(t + 1) \\
P_K\Delta w(t + N - 1)
\end{bmatrix} = O_K^{-N - 2} \Delta x(t) + \begin{bmatrix}
P_K\Delta w(t + 1) \\
P_K\Delta w(t + N - 1)
\end{bmatrix}.
$$

Now, we define

$$
r_2(t) \triangleq \begin{bmatrix}
P_K\Delta w(t + 1) \\
P_K\Delta w(t + N - 1)
\end{bmatrix} - \begin{bmatrix}
P_K\Delta w(t + 1) \\
P_K\Delta w(t + N - 1)
\end{bmatrix}.
$$

Combining the above equation with (22) results in

$$
F(K, N)(\Delta x(t + 1) - A\Delta x(t)) = \begin{bmatrix}
r_1(t) \\
r_2(t)
\end{bmatrix} \triangleq r(t), \tag{23}
$$

where $r(t)$ is bounded since both $r_1(t)$ and $r_2(t)$ are bounded. Thus, the solution of (23) can be captured as

$$
\Delta x(t + 1) - A\Delta x(t) = \alpha(t) + p(t) \tag{24}
$$

where $p(t) \in \mathbb{R}^n$ is any bounded vector that satisfies $F(K, N)p(t) = r(t)$ and $\alpha(t) \in N(F(K, N))$.}

**Lemma 3** Suppose that $\Sigma_f(A, C, \delta_w, K)$ is PA at a single time step and $\Delta x(t)$ is bounded while $\hat{a}(t) = 0$. If $F(K, N)$
Let us define the augmented vectors as $a \cdot$ find a nonzero attack $a$ such that $\Delta x(t+1)$ becomes arbitrarily large while $\hat{a}(t+1) = 0$.

**Proof.** Assume that we can find attack $a(t+1)$ such that $\Delta x(t+1)$ becomes arbitrarily large while $\hat{a}(t+1) = 0$. Since $\Delta x(t)$ is bounded and $\hat{a}(t) = 0$, it means that $a(t)$ is also bounded. Also, $P_K a(t+N) = 0$. Let us define the augmented vectors $a\cdot [a^T(t+1) \ldots a^T(t+N-1)]_N = \Delta w_f(t+1).$ Then, from the constraint of (11) we have that $\Delta x(t+1) = F^\gamma(K,N) a_f(t+1) - F^\gamma(K,N) w_f(t+1).$ The right side of the equation is bounded whereas the left may be arbitrarily large, which is a contradiction.

**Corollary 3** If $F(K,N)$ for the system $\Sigma_t(A,C,\delta_w,K)$ is full rank, then a stealthy cannot induce an unbounded estimation error in the initial step of the attack.

**Proof.** Before starting attack at time $t_0$, the estimation error is bounded. Now, based on Lemma 3, if the matrix $F(K,N)$ is full rank, it will be impossible to have unbounded estimation error $\Delta x(t_0)$ while $\hat{a}(t_0) = 0$.

**Lemma 4** There exists a nonzero attack vector $a(t)$ (i.e., $\epsilon < ||a(t)||$ with $\epsilon > 0$) such that $D(\hat{a}(i), \hat{x}(i)) = 0$ for any $t - (N-1) \leq i \leq t + (N-1)$.

**Proof.** The claim should be proven for both $D_I$ and $D_{II}$. As the proof for $D_{II}$ also covers the case for $D_I$ IDs, due to space constraint, we will focus on $D_{II}$.

Based on the stealthiness condition $D_{II}(\hat{a}(i)) = 0$ for any $t - (N-1) \leq i \leq t + N - 1$, it holds that

$$y(i) = Ox(i) + w(i) + a(i) = Ox(i) + \hat{w}(i).$$

**Remark 3** In Definitions 1, 2, we only focus on whether there exists such a sequence of nonzero stealthy attack vectors that results in unbounded estimation errors, and thus, making the system PA – i.e., we do not consider the attacker attempts to find it.

**Proof.** [Proof of Theorem 2] a) First, assume that the system $\Sigma_t(A,C,\delta_w,K)$ is PA over time. Based on Remark 1, it is also PA at a single time step. Inversely, assume that $\Sigma_t(A,C,\delta_w,K)$ is PA at a single time step. Suppose that the attack starts at time $t_0$. Thus, $D(\hat{a}(i)) = 0$ for any $t < t_0 - (N-1)$. The augmented attack vector $a(t_0 - (N-1)) = 0$ will be $a(t_0 - (N-1)) = 0.$

Where $P_K a(t_0 - (N-1)) = 0$. If $F(K,N)$ is not full rank, then there exists such a sequence of nonzero stealthy attack vector such that $\Delta x(t_0 + 1) = F^\gamma(K,N) a_f(t_0 + 1) - F^\gamma(K,N) w_f(t_0 + 1).$ The right side of the equation is bounded whereas the left may be arbitrarily large, which is a contradiction.

b) ($\epsilon$) Suppose that $A$ is unstable and the system is PA at a time step; thus, $O_{Kx}$ is not full rank. From Lemma 4 (and its proof), there exists a nonzero attack vector $a(t_0)$ such that for any $t_0 - (N-1) \leq i \leq t_0$, $D_{II}(\hat{a}(i)) = 0$, as well as $a(t_0) = Ox(t_0)$ and $O_{Kx} z(t_0) = 0$ (this holds, from the proof of the lemma which only constraints $a(t_0)$ to have a certain norm bound).

Based on Lemma 1 if $z(t_0+1) = Az(t_0) + N(F(K,N))$, it is possible to have $a(t_0 + 1) = Ox(t_0 + 1)$ with $D_{II}(\hat{a}(t_0 + 1)) = 0.$ Since $F(K,N)$ is full rank, $A(F(K,N)) = 0.$ By continuing inserting attack vector in the form of $a(t) = Ox(t)$ for a period of time $[t_0, t]$, we can get $z(t) = A^{t-t_0} z(t_0).$ Now, we consider two cases:

**Case I** – The unstable eigenvalues of the matrix $A$ are diagonalize. Let us denote by $v_1, \ldots, v_q$ eigenvectors that correspond to unstable eigenvalues of matrix $A$, which we sometimes refer to as ‘unstable’ eigenvectors. From the theorem assumption, one of these eigenvectors $v_i \in N(O_{Kx}), i \in \{1, \ldots, q\}$. Now, if we consider $z(t_0) = cv_i \neq 0$, we get $O_{Kx} z(t_0) = 0$ where $c$ is chosen so that $O_{Kx} z(t_0) = c$, for some $\epsilon > 0$. Hence, we get $z(t) = A^{t-t_0} z(t_0) = cA^{t-t_0} v_i$. Since $|\lambda_i| > 1$, $||z(t)||$ will be unbounded if $t \rightarrow \infty$. Therefore, based on the Corollary 2 and Definition 2 the system is PA over time.
Case II – Unstable eigenvalues of $A$ are not diagonalizable and we consider generalized eigenvectors. For each independent eigenvector $v_i$ associated with $|\lambda_i| \geq 1$, we index its generalized eigenvector chain with length of $q_i$ as $v_{i+1}, ..., v_{i+q_i}$, where $v_i \in \mathcal{N}(O_{K\xi})$. Now, consider $z(t_0) = cv_{i+q_i}$. Similarly to the Case I, we get $z(t) = A^{t-t_0}z(t_0) = \sum_{i=0}^{q_i} c(t-t_0)^i v_{i+q_i-i}$ [2]. Since $|\lambda_i| \geq 1$, $z(t)$ is unbounded when $t \to \infty$. Hence, the system will be PA over time.

$(\Rightarrow)$ Let us assume that the system is PA over time and $A$ is stable. From Definition 2, for all $M > 0$ there exists a time step $t^*$ such that for any $t \geq t^*$, $\|\Delta x(t)\| > M$.

Since $F(K, N)$ is full rank, from Corollary 3, the estimation error is bounded when attack starts at $t_0 + N - 1$, i.e., $\|\Delta x(t_0)\| \leq \delta$ for some $\delta > 0$. Now, for the interval $t_0 < t < t'$ from Lemma 2, $\Delta x(t) = A^{t-t_0}\Delta x(t_0) + \sum_{i=t_0}^{t'-1}A^i \Delta x(i)$. Since the eigenvectors of $A$ span $\mathbb{R}^n$ (here we assume $A$ is diagonalizable, yet, the results can be easily extended to the undiagonizable case), we have

$$\|\Delta x(t')\| = \|A^{t-t_0}\Delta x(t_0) + \sum_{i=t_0}^{t'-1}A^{t'-1-i}p(i)\|$$

$$\leq |\lambda_{\text{max}}|^{t-t_0} ||\Delta x(t_0)|| + \sum_{i=t_0}^{t'-1} |\lambda_{\text{max}}|^{t'-1-i} ||p(i)||$$

$$\leq \delta + \frac{1}{1-|\lambda_{\text{max}}|^{t-t_0}}$$

where $\lambda_{\text{max}}$ is the largest-norm eigenvalue and $p_{\text{max}} = \max_{0 \leq t \leq t'-1} ||p(i)||$. As $|\lambda_{\text{max}}| < 1$ ($A$ is stable), for all $t' > t_0$, we have $|\lambda_{\text{max}}|^{t-t_0} < 1$. Thus, $\|\Delta x(t')\|$ is bounded for any $t' > t_0$, contradicting that the system is PA.

Now, assume that none of the unstable eigenvalues of $A$ belong to $\mathcal{N}(O_{K\xi})$. Again, we have that $\Delta x(t')$ can be written as $\Delta x(t') = c_1(t') v_1 + \ldots + c_q(t') v_q + \sigma(t')$, where $c_j(t') = (d_j)^{t-t_0} + \sum_{i=t_0}^{t'-1} d_{j;i}^{t'-1-i} v_j$ for $j = 1, ..., q$ and $\sigma(t')$ is the expansion of $\Delta x(t')$ over stable eigenvalues (satisfying $\sigma(t') \to 0$ as $t' \to \infty$). As the system is PA over time, at least one of the coefficients $c_j(t')$ should be arbitrarily large as $t'$ increases. Now, since $\hat{a}(t) = 0$, it follows that $O_{K\xi}\Delta x(t') = P_{K\xi} \Delta w(t')$, making $O_{K\xi}\Delta x(t')$ bounded. Thus, $O_{K\xi}c_j(t') v_j$ is bounded because $v_1, ..., v_q$ span $\mathbb{R}^n$ (the results can be easily extended to the case where $A$ is not-diagonalizable). Considering that $\Delta x(t) = 0$, the other unstable eigenvectors cannot be used to compensate for $c_j(t') v_j$. From $O_{K\xi}c_j(t') v_j$ being bounded while $c_j(t')$ is arbitrarily large, it holds that $v_j \in \mathcal{N}(O_{K\xi})$, which is a contradiction – i.e., there exists an unstable eigenvector that lies in $\mathcal{N}(O_{K\xi})$.

Example 2 Consider the system $\Sigma(t, A(C, \delta_\alpha, K)$ from Example 1; it holds that $F(K, N) = C$ for $N = 2$. If we assume that the system is PA at time zero, then it suffices to have $a(-1) = [a(-1) a(0)]^T = Oz(-1)$ with $a(-1) = 0$. By solving this equation, we get $z(-1) = [0 \eta]^T$ where $\eta$ can be chosen arbitrarily large to impose unbounded estimation error at time $-1$ (consider that although the attack starts at time $0$, delay of the RSE causes unbounded error even at time $-1$). By choosing $z(t) = Az(t-1)$ for $t \geq 0$, and using $a(t) = [a(t-1) a(t)]^T = Oz(t)$, the attack vector can be constructed over time. However, if we choose $N = 3$, it is impossible to find the attack vector $a(-2) = [a(-2) a(-1) a(0)]^T = Oz(-2)$ with $a(-2) = a(-1) = 0$, and since matrix $A$ is stable, it is impossible to perfectly attack the system over time.

3.2 Perfect Attackability for $\Sigma_{II}(A(C, \delta_\alpha, K)$

As previously described, for the system $\Sigma_{II}(A, C, \delta_\alpha, K)$ only PA over time should be considered; we now capture necessary and sufficient conditions.

Theorem 3 System $\Sigma_{II}(A(C, \delta_\alpha, K)$ is PA over time if and only if $\Sigma(t, A, C, \delta_\alpha, K)$ is PA at a single time step. $A$ is unstable and least one eigenvector $v_i$ corresponding to an unstable eigenvalue satisfies $v_i \in \mathcal{N}(O_{K\xi})$.

PROOF. $(\Rightarrow)$ Assume that $\Sigma_{II}(A(C, \delta_\alpha, K)$ is PA over time. Then from Remark 1, $\Sigma(t, A, C, \delta_\alpha, K)$ is PA at single time step. Hence, we need to show that $A$ is unstable. So, let us assume that $A$ is stable while $\Sigma_{II}(A(C, \delta_\alpha, K)$ is PA over time. From Definition 2, for all $t > 0$ there exists a time point $t^*$ such that for all $k \geq t^*$, $\|\Delta x(k)\| > M$. Now, let us assume that the attack starts at $t_0 + N - 1$. Since $\Delta x(t_0 - 1)$ is bounded, from $D_{II}(\hat{a}(t_0), \hat{x}(t_0)) = 0$ there exists $\delta > 0$ such that $\|\Delta x(t_0)\| \leq \delta$. Now, for the interval $t_0 < t \leq t'$ we have $\Delta x(t) = A^{t-t_0}\Delta x(t_0) + \sum_{i=t_0}^{t'-1}A^i \Delta x(i)$ with $\|\Delta x(t_0)\| \leq \delta$. On the other hand, by combining the condition $D_{II}(\hat{a}, \hat{x}) = 0$ for all time steps $t \geq t_0$ with (4) ($x(t) = Ax(t-1)$) we get

$$||\hat{x}(t) - A\hat{x}(t-1)||$$

$$= ||\hat{x}(t) - A\hat{x}(t-1) - x(t) + Ax(t-1)||$$

$$= ||\Delta x(t) - A\Delta x(t-1)|| = ||p(t) + \alpha(t)|| \leq d$$

Since the eigenvectors of $A$ span the space $\mathbb{R}^n$ (here we assume the matrix $A$ is diagonalizable, however, the results can be easily extended to the undiagonizable case), it holds that $\Delta x(t_0) = \alpha v_1 + \ldots + \alpha v_n$, $\eta = \beta_1 v_1 + \ldots + \beta_n v_n$ and $\alpha(i) = \gamma_i v_1 + \ldots + \gamma_i v_n$. Now, we have
\[ ||\Delta x(t')|| = ||A^{t'-t_0} \Delta x(t_0) + \sum_{i=t_0}^{t'-1} A^{i-t_0}(p(i) + \alpha(i))|| \]
\[ = \sum_{j=1}^{n} a_j \lambda_j^{t'-t_0} v_j + \sum_{i=t_0}^{t'-1} \sum_{j=1}^{n} (\beta_{i,j} + \gamma_{i,j}) \lambda_j^{i-t_0} v_j \]
\[ \leq |\lambda_{\max}|^{t'-t_0} ||\Delta x(t_0)|| + \sum_{i=t_0}^{t'-1} |\lambda_{\max}|^{i-t_0} (p(i) + \alpha(i)) \]
\[ \leq \delta + \frac{d}{1-|\lambda_{\max}|}, \]

where \( \lambda_{\max} \) is the eigenvalue with the largest absolute value. Based on our assumption, \( |\lambda_{\max}| < 1 \) and for \( t > t_0 \) we have also \( |\lambda_{\max}|^{t-t_0} < 1 \). Hence, \( ||\Delta x(t')|| \) will be bounded for any \( t' > t_0 \), contradicting our assumption that the system \( \Sigma_{II}(A, C, \delta_w, K) \) is PA. Finally, proof that at least one unstable eigenvector belongs to \( \mathcal{N}(O_{K^2}) \) directly follows the approach for Theorem 2.

\((\Leftarrow)\) Suppose that matrix \( A \) has at least one eigenvalue outside the unit circle. From Lemma 4, there exists a nonzero attack vector \( a(t_0) \) such that for any \( t_0 - (N - 1) \leq i \leq t_0, D_{II}(\tilde{a}(i)) = 0 \). Thus, there exists \( \epsilon > 0 \) such that \( |a(t_0)| = \epsilon \), and similarly to the proof of Theorem 2, we can consider \( a(t_0) = O \). From \( O \) is full rank and \( \Sigma_{II}(A, C, \delta_w, K) \) is PA at a single time point, \( z(t_0) \) can be any nonzero vector that satisfies \( ||Oz(t_0)|| = \epsilon \) with \( Oz(t_0) = 0 \); any such vector \( z(t_0) \) may be chosen arbitrarily by the attacker.

From Lemma 1 if \( z(t_0 + 1) = Az(t_0) \), then attack \( a(t_0 + 1) = Oz(t_0 + 1) \) results in \( D_{II}(\tilde{a}(t_0 + 1)) = 0 \). Now, we need to show \( ||\tilde{x}(t_0 + 1) - Az(t_0)|| \leq d \). From Corollary 2
\[ ||\tilde{x}(t_0 + 1) - Az(t_0)(t_0)|| = ||\Delta x(t_0 + 1) - A\Delta x(t_0)|| \]
\[ = ||O^\dagger \Delta w(t_0 + 1) + z(t_0 + 1) - AO \Delta w(t_0) - Az(t_0)|| \]
\[ = ||O^\dagger \Delta w(t_0 + 1) - AO \Delta w(t_0)|| \leq d \]

By continuing with attacks in the form of \( a(t) = Oz(t) \) for a period of time \( t_0, t \), we get \( z(t) = A^{t-t_0}z(t_0) \) while remaining stealthy from ID. Now, consider two cases:

**Case I** - The unstable eigenvalues of \( A \) are diagonalizable. Let us denote by \( v_1, ..., v_q \) eigenvectors that correspond to unstable eigenvalues of matrix \( A \). From our assumption, there exists \( v_i \in \mathcal{N}(O_{K^2}), i \in \{1, ..., q\} \). Now, if we consider \( z(t_0) = c v_i \neq 0 \), we get \( Oz(t_0) = 0 \), where \( c \) is chosen such that \( ||Oz(t_0)|| \leq \epsilon \). Thus, \( z(t) = A^{t-t_0}z(t_0) = c \lambda_i^{t-t_0} v_i \). Since \( |\lambda_i| > 1 \), \( ||z(t)|| \) will be unbounded if \( t \to \infty \). Hence, from Corollary 2 and Definition 2, the system will be PA over time.

**Case II** - The unstable eigenvalues of \( A \) are not diagonalizable and we consider generalized eigenvectors. For each independent eigenvector \( v_i \) associated with \( |\lambda_i| > 1 \), we index its generalized eigenvector chain with length \( q_i \) as \( v_{i+1}, ..., v_{i+q_i} \). Consider

The condition of PA over time for \( \Sigma_{II}(A, C, \delta_w, K) \) is the same as for \( \Sigma_{II}(A, C, \delta_w, K) \) when \( F(K, N) \) is full rank. If \( F(K, N) \) is rank deficient, we can use \( N = n + 1 \) to make the matrix full rank and get the same PA condition as for \( \Sigma_{II}(A, C, \delta_w, K) \). Yet, increasing \( N \) would increase computational overhead at each time step, which may be a problem in resource-constrained systems. Instead, one can use \( \Sigma_{II}(A, C, \delta_w, K) \) (i.e., ID) that only requires additional comparison, from (13), at each time step.

### 4 Estimation with Intermittent Authentication

We now study the effects of intermittent data authentication (sometimes referred to as intermittent integrity enforcement [3]) on estimation error of \( \Sigma_{II}(A, C, \delta_w, K) \). To show this, consider the following:

**Definition 3** The intermittent data authentication policy for \( i \)-th sensor \( (s_i \in S) \), denoted by \( (\mu_i, L_i) \) where \( \mu_i = \{t_k\}_{k=0}^\infty \), such that \( t_k > t_k-1 \), and \( L_i = sup\{t_k - t_k-1\} \), ensures that \( a(t_k) = 0 \).

Intermittent data authentication for sensor \( i \) guarantees that the attack injected through the \( i \)-th sensor is zero at some specific points \( t_k \), whereas the interval between each of consecutive points is at most \( L_i \) time steps. A global intermittent authentication policy is defined as follows:

If intermittent data authentication is used at time \( t+i \) for each sensor set \( \mathcal{I}_i \), \( i \in \{0, ..., N-1\} \), then \( \Sigma_{II}(A, C, \delta_w, K) \) is not PA at time \( t \) if and only if \( O_{I,K^2} \) is full rank.

**Theorem 4** If \( \mathcal{I}_i \subseteq \mathcal{I}, i \in \{1, ..., N\} \), consider matrix

\[ O_{I,K^2} = \left( [P_{I\cup K \cup C}]^T \cdots [P_{IN \cup K \cup C} AN^{-1}]^T \right)^T. \]

If intermittent data authentication is used at time \( t+i \) for each sensor set \( \mathcal{I}_i \), \( i \in \{0, ..., N-1\} \), then \( \Sigma_{II}(A, C, \delta_w, K) \) is not PA at time \( t \) if and only if \( O_{I,K^2} \) is full rank.

**PROOF.** (\( \Leftarrow \)) Suppose \( \Sigma_{II}(A, C, \delta_w, K) \) is PA at time \( t \). Since for any \( i \in 1, ..., N \) intermittent data authentication is used, \( P_{I,i}(t+i) = 0 \), and thus

\[ O_{I,K^2} \tilde{x}(t) + \left( \begin{array}{c} P_{I\cup K \cup C} \tilde{w}(t) \\ \vdots \\ P_{IN \cup K \cup C} \tilde{w}(t + N - 1) \end{array} \right) = 0 \]

Consider the eigenvalue \( \lambda \) associated with \( v_i \) and the corresponding eigenvector chain \( v_{i+1}, ..., v_{i+q_i} \). For each \( v_i \), consider the generalized eigenvector chain with length \( q_i \) as \( v_{i+1}, ..., v_{i+q_i} \). Consider
We denote the right side of (30) as 
\[ \| \text{actural and estimated noise are bounded}, \]
\[ \| (\text{vector sume that}) \]
\[ \text{Proposition 3} \]
Assume \( w(t) = \text{is not PA over time, and we start with the following.} \]

To derive conditions of Not being PA for all time steps, the condition of Theorem 4 should be satisfied at time step. To derive conditions of not being PA for all time, the system \( \Sigma(A,C,\delta,w,K) \) is not observable. From Theorem 1, \( \Sigma(A,C,\delta,w,K) \) is PA at time, which is a contradiction.

Theorem 4 provides an intermittent data authentication policy such that the system is not PA at a single time step. To derive conditions of not being PA for all time steps, the condition of Theorem 4 should be satisfied at each time. Our goal is to derive conditions that a system is not PA over time, and we start with the following.

**Proposition 3** Assume \( F(S,N) \) is not full rank. Then system \( \Sigma_l(A,C,\delta_w,K) \) is not PA over time for any compromised sensor set \( K \), if the intermittent data authentication policy is used with \( L_i = 1 \), \( \forall i \in F \), where \( F \) is a sensor subset such that the pair \( (A,P_F) \) is observable.

**Proof.** As for any \( t > 0 \), authentication is used in \( \{t,\ldots,t+N-1\} \), \( P_Fa(t) = P_Fa(t+1) = \ldots = P_Fa(t+N-1) = 0 \). The corresponding matrix for the authentication policy is \( O_F = [P_FC^T \ P_F(CA)^T \ldots P_F(CA^{N-1})]^T \). Since \( O_F \) is full rank, from Theorem 4, system \( \Sigma(A,C,K) \) is not PA at time \( t \). As this holds for any time \( t \), from Definition 2 the system is not PA over time.

From Proposition 3 it follows that if matrix \( F(S,N) \) is not full rank, then we can avoid PA over time by using data authentication at each time step for some specific subset of sensors. Although this may seem conservative, but in the following example, we show that a perfect attack can be achieved by only compromising suitable sensors at a single time step.

**Example 3** Consider again the model from Example 1, and assume that the attack is only injected at time zero. There are two vectors \( z(1), z(0) \in \mathbb{R}^2 \) which can satisfy \( a(-1) = \begin{bmatrix} a(-1) \\ a(0) \end{bmatrix} = O \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} z_1(-1) \\ z_2(-1) \end{bmatrix} \),

\[ a(0) = \begin{bmatrix} a(0) \\ a(1) \end{bmatrix} = O \begin{bmatrix} 1 \\ 3 \end{bmatrix} = \begin{bmatrix} z_1(0) \\ z_2(0) \end{bmatrix}, \]

with \( a(-1) = a(1) = 0 \). Solving the above two equations gives \( a(0) = z_2(-1) = z_1(0) = -2z_2(0) \) and \( z_1(-1) = 0 \).

Using Corollary 2, we get \( \Delta x(1) = [0 \ a(0)]^T \) and \( \Delta x(0) = [a(0) - 3a(0)]^T \), which is a contradiction.

The above example shows that for \( \Sigma_l(A,C,\delta_w,K) \) when \( F(S,N) \) is not full rank, a stealthy attack can result in arbitrarily large estimation error, even by injecting false data only at one time step. Hence, it is essential to use data authentication at all time steps – i.e., non-interruptedly. However, as shown below, when \( F(S,N) \) is full rank, \( \Sigma_l(A,C,\delta_w,K) \) cannot be PA over time even when only intermittent authentication is used; this holds for \( \Sigma_{II}(A,C,\delta_w,K) \) independently of the \( F(S,N) \) rank.

**Theorem 5** Consider two cases: a) \( \Sigma_l(A,C,\delta_w,K) \) with full rank \( F(S,N) \); b) \( \Sigma_{II}(A,C,\delta_w,K) \). Both (a) and (b) are PA over time if the intermittent authentication policy is used with \( L_i = T, \forall i \in F \) for a bounded \( T \), where \( F \) is any sensor set such that \( (A,P_F) \) is observable.

**Proof.** From Lemma 2 and (18), it follows that

\[ \Delta x(t+1) = A \Delta x(t) + \alpha(t) + p(t) \]

\[ a(t) = O \Delta x(t) + \Delta w(t) \]

for any \( t \geq 0 \) if the attacker initiates the attack at time \( t_0 \). For system (a), \( \alpha(t) = 0 \) and since \( p(t) \) is bounded at all time steps \( t \), thus \( p(t) + \alpha(t) \) is bounded. For system (b) the stealthiness condition \( \| \Delta x(t+1) - A \Delta x(t) \| < d \) causes \( |p(t) + \alpha(t)| < d \). Thus, for both cases \( p(t) + \alpha(t) \) is bounded. Assume \( t_{k_0} \) is the first time instant that authentication is used after \( t_0 \). Then \( \forall i \in F \)

\[ a_i(t_{k_0}) = a_i(t_{k_0} + T) = 0 \]

Hence, \( P_Fa(t_{k_0}) = P_Fa(t_{k_0} + T) = 0 \). On the other hand, from (31) we get \( P_Fa(t) = P_FCA \Delta x(t) + P_F \Delta w(t) \) for any \( t \geq t_0 + N - 1 \). Now, consider \( P_Fa(t_{k_0} + iT) \) for any \( i \geq 0 \). Then, for \( j \in \{1,\ldots,N-1\} \) we have

\[ P_Fa(t_{k_0} + (i+j)T) = P_FCA^{i+j} \Delta x(t_{k_0} + iT) \]

\[ + \sum_{f=t_{k_0}+(i+j)T}^{t_{k_0}+(i+j)T+1} P_FCA^{i+j+1} \Delta w(t_{k_0} + (i+j+1)T) = 0; \]
On the other hand, from (31) and the fact that \( \text{bounded,} \) we have \( \Delta \) is full rank and the right side of the above equation is now, since \( \[(PXF)\] \) is full rank and the right side of the above equation is bounded, we have \( \Delta x(t_k + iT) \) is bounded for any \( i \geq 0 \).

The other hand, from (31) and the fact that \( \alpha(t) \) and \( p(t) \) are bounded for \( t \geq t_0 \), we can conclude that \( \Delta x(t) \) is bounded for any \( i \geq 0 \).

5 Numerical Results

We illustrate our results on a realistic case study – Vehicle Trajectory Following (VTF). Specifically, we show how the attacker can perfectly attack the system when the necessary conditions are satisfied and how intermittent data authentication effectively prevents such attacks. We consider the model from [4], discretized with sampling time .01 s; i.e., \( A = \begin{bmatrix} 1 & 0.01 \end{bmatrix}, B = \begin{bmatrix} 0.01 \end{bmatrix}, C = \begin{bmatrix} 1 \end{bmatrix}, D = \begin{bmatrix} 0 \end{bmatrix} \). We assume that all sensors are compromised - i.e., \( \Sigma = \{s_1, s_2, s_3\} \). Therefore, the system is PA over time as \( A \) is also unstable. For simulation, we also assume that each element of sensor and system noise comes from uniform distribution \( \nu_p, \nu_m \sim U(-.05, .05) \). Moreover, \( N = 2 \) and the maximum possible estimation error when the system is not under attack is obtained as \( ||\Delta x|| \leq ||O|| ||\Delta w|| = 0.0789 \) from (15).

Fig. 2 shows the evolution of the \( l_2 \) norm of estimation error in different scenarios. In Fig. 2a, \( ||\Delta x(t)|| \) is shown when the system is not under attack, whereas in Fig 2b the system is under a perfect attack. In Fig 2c, we considered two different data authentication policies \( \mu_{10} \) and \( \mu_{100} \), meaning \( L = 10 \) and \( L = 100 \), respectively, while the system is under stealthy attack. As shown, when data authentication is used, the system is not PA over time and the estimation error remains bounded, and very low for less than 10% of authenticated measurements; as the period of authentication increases, a stealthy attack can achieve higher maximum estimation error.

Finally, we considered resilient state estimation within the VTF – trajectory tracking; Fig 3 shows 60 seconds simulation. As shown, if a data authentication policy is used with \( L = 10 \) (i.e., 10% of authenticated messages), we obtain suitable control performance even under stealthy attack. If authentication is not used, a stealthy attack can force the system from the desired path.

6 Conclusion

In this work, we considered the problem of resilient state estimation for LTI systems with bounded noise, when a subset of sensors are under attack. We defined two notions of perfect attackability (PA) – at a time point and over time – where stealthy attacks can cause an arbitrarily large estimation errors, and derived necessary and sufficient conditions for PA. We showed that, unlike the Kalman filter-based observers, batch processing-based resilient state estimators (RSE), such as \( \mu \)-based RSE, may be perfectly attackable even if the plant is not unstable. Furthermore, we studied the effects of intermittent data authentication on attack-induced estimation error. We showed that it is sufficient to even intermittently use data authentication, once every bounded time period, to ensure that a system is not perfectly attackable.
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(a) System without attack (b) Under a perfect attack, without authentication (c) With two different integrity enforcement policies, with periods $L = 10, 100$

Fig. 2. Evolution of the estimation error norm for the VTF system; note the highlighted (circled) different error ranges.

(a) State estimates under stealthy attack with integrity enforcement policy $L = 10$. (b) Zoomed area of (a) (c) State estimates under stealthy attack without integrity enforcement

Fig. 3. Simultaneous trajectory tracking and state estimation for the VTF system. At each time step, system state is estimated and used by the controller to track a circle trajectory. The duration of the simulation is 60 s and the attack starts at $t = 20$ s.


